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Descripcion corta A dia de hoy el aprendizaje automatico esta aplicandose

dentro de muchos sectores para resolver una infinidad de
problemas de ingenieria, arquitectura, medicina, arqueologia,
geomética, etc. Sin embargo, el entrenamiento de estos
modelos de aprendizaje automatico requiere de una gran
cantidad de datos correctamente procesados y etiquetados.

Esta investigacion tendra como objetivo reducir este problema
en el contexto de entornos urbanos, combinando el uso de
nubes de puntos LiDAR (Laser Detection and Ranging) reales
y sintéticas. Para ello se proponen 2 hipétesis iniciales que se
trataran de validar:

1) El comportamiento de las redes obtenido a partir de un
entrenamiento y testeo con nubes de puntos sintéticas
generadas con el LiDAR virtual es similar al obtenido a partir
de nubes de puntos reales.

2) El entrenamiento de las redes neuronales con nubes de
puntos reales puede ser sustituido con un entrenamiento
alimentado con datos completamente sintéticos, dando
buenos resultados en el testeo con nubes de puntos reales.

Entre los puntos mas destacados, se abarcaran desafios tales
como la generacion procedural de fragmentos de ciudades
etiquetadas, la aplicacion de un simulador LIiDAR para la
creacion de un dataset sintético y la experimentacion
siguiendo el proceso Knowledge Discovery in Databases
(KDD) con multiples redes neuronales: PointNet++, Point
Transformer y RepSurf.
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1 INTRODUCCION

El desembolso millonario anual por parte de las grandes empresas muestra el
potencial de esta area de la informatica, el aprendizaje automatico. Entre sus
aplicaciones se encuentran los vehiculos autobnomos, la prevencion de tumores, la
traduccién en tiempo real, el contenido multimedia autogenerado, la asistencia virtual,
etc. Impensable hasta hace poco, lo cierto es que hoy vivimos en medio de una

revolucion liderada por la inteligencia artificial (I1A).

Los avances més punteros dentro de la IA estan asociados con las redes
neuronales y deep learning (DL), pudiéndose aplicar para una gran cantidad de
contextos donde resolver problemas de diferente naturaleza. Sin embargo, estos
algoritmos bioinspirados requieren de un proceso de aprendizaje basado en grandes
cantidades de datos que no siempre son faciles de conseguir. Esto nos lleva a uno de
los principales problemas de estos algoritmos: los conjuntos de datos utilizados para

la llamada fase de entrenamiento.

Este proyecto se centrara en la creacion de un conjunto de datos sintético y en
la experimentacién con redes neuronales aplicadas a nubes de puntos, contribuyendo
en paradigmas de gran relevancia actualmente como el de la conduccion automatica,
la monitorizacion de proyectos de construccion o el andlisis de la infraestructura y

espacios verdes.

1.1 Motivacion

La motivacion principal no es sélo la de mostrar los conocimientos y la madurez
adquirida tras finalizar el master en ingenieria informatica, sino que ademas con este
trabajo se persigue contribuir significativamente en la reduccion de los costes
econdmicos y temporales que conlleva crear estos datasets de nubes de puntos

etiquetadas con técnicas tradicionales.

En efecto, con ello se busca contribuir a la viabilidad del uso de las redes
neuronales aplicadas al problema de segmentacion de nubes de puntos dentro de

entornos urbanos mediante la creaciébn automatizada de un conjunto de datos
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sintéticos y etiquetados procedentes de un sensor LIDAR (Laser Detection and

Ranging) virtual.

1.2 Objetivos del proyecto

El objetivo principal es realizar un estudio experimental que permita impulsar el
uso de las redes neuronales aplicadas a nubes de puntos en el ambito de los entornos
urbanos. Para ello destacaremos una serie de objetivos especificos que se tendran

en cuenta para la base del proyecto:

1. Objetivo 1 (0O1). Gestion y coordinacién: se garantizara el establecimiento
de un sistema de seguimiento y supervision que asegure el cumplimiento
de los plazos, presupuesto y recursos asignados, facilitando asi la toma de

decisiones, la cooperacion y la evaluacién continua del progreso.

2. Objetivo 2 (02). Obtencion de modelos urbanos procedurales etiquetados:
se generaran fragmentos de ciudades a través de técnicas procedurales
con etiguetado de los objetos que los componen, siendo posible la

traduccion entre diferentes conjuntos de etiquetas.

3. Objetivo 3 (03). Elaboracion de un dataset sintético: creacion de un
dataset constituido por multitud de nubes de puntos sintéticas obtenidas de
un sensor LiDAR virtual en entornos urbanos, con la variabilidad suficiente

como para ser de utilidad en la generacién de modelos.

4. Objetivo 4 (O4). preparacion, adaptacion y analisis del funcionamiento de
los proyectos actuales de redes neuronales basados en nubes de puntos
LiDAR.

5. Objetivo 5 (O5). experimentacion mediante el entrenamiento de multiples
redes neuronales y evaluacion comparativa entre los resultados de los

modelos obtenidos de diferentes conjuntos de datos reales y sintéticos.

A la vista de los objetivos presentados, es evidente que el proyecto que se
busca realizar, si bien se trata de un trabajo tedrico experimental, requiere de un
desarrollo de software especifico para la construccion procedural de entornos urbanos

sintéticos y etiquetados que se puedan utilizar por el simulador LIDAR.
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1.3 Estructuracion de la memoria

A lo largo de esta memoria se presentara el resultado del proceso de
investigacion y experimentacion llevado a cabo a lo largo de estos ultimos meses. En
primer lugar, la seccién 2 (Antecedentes y estado del arte) situara al proyecto
presentando los trabajos, investigaciones y avances que lo hicieron posible, siendo un
apartado separado en 3 bloques tematicos: generacion procedural (Generacion
procedural de ciudades sintéticas), conjuntos de datos (Conjuntos de datos LIDAR
para entornos urbanos) y redes neuronales (Redes neuronales artificiales para nubes
de puntos). Una vez conocidos los antecedentes, se detallaran las especificaciones
del proyecto en el punto 3 (Especificacion del trabajo), analizando puntos clave como
son la metodologia utilizada, decisiones tomadas o el presupuesto. La parte mas
practica del proyecto se ubica en los 2 epigrafes posteriores. El primero de ellos, el
apartado 4 (Generador de fragmentos de ciudades), tratard sobre el disefio y
desarrollo en Unity de la aplicacion de fragmentado de ciudades procedurales. Una
vez en posesion de los fragmentos etiquetados se alcanza la seccion 5
(Experimentacion con redes neuronales), donde se haran un conjunto de pruebas
experimentales siguiendo las fases del Knowledge Discovery in Databases (KDD) con
varias redes para finalmente terminar el estudio con los apartados 6 (Resultados y
discusion) y 7 (Conclusiones y trabajos futuros), en los cuales se presentara un
resumen a nivel global del proyecto, unas conclusiones y un conjunto de trabajos

futuros.
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2 ANTECEDENTES Y ESTADO DEL ARTE

Esta investigacion parte del uso de un sensor LIiDAR virtual que debe ejecutarse
de igual manera sobre un escenario virtual. El disefio y creacion manual de entornos
urbanos es una tarea que requiere de bastante tiempo, por lo que es mucho mejor

definir un conjunto de reglas para generarlos proceduralmente.

En particular este proyecto se sumergird en multiples temas de investigacion
en los que predominaran la generacion procedural de ciudades, los datasets actuales
de entornos urbanos y las redes neuronales. En lo consecutivo, se hara un breve

analisis de cada uno de estos ambitos para comprender mejor el contexto del trabajo.

2.1 Generacion procedural de ciudades sintéticas

La generacion de ciudades sintéticas mediante técnicas procedurales es un
area de estudio que lleva muchos afios activa y sigue en auge dadas las aplicaciones
y posibilidades que ofrece. Es por esto se han ido proponiendo multiples estrategias

para este fin dentro de la literatura.

2.1.1 Sistemas de reglas y L-System

Recordando algunos de los articulos mas influyentes, Parish y Miller
propusieron un articulo disruptivo en el afio 2001, “Procedural Modeling of Cities” [1],
en el cual presentaron los L-System como una solucion para la generacion procedural
de ciudades. La estructura de un L-System tiene 3 partes fundamentales que deben

conocerse:

e Axioma: cadena o estado inicial del sistema desde el cual se comienzan a
aplicar las reglas de produccion. Esta cadena inicial puede ser una secuencia
simple, como "P" (plaza) o algo mas complejo, dependiendo del patrén que

se desea generar.

e Alfabeto: conjunto de simbolos que el sistema utiliza en las reglas de
produccion. Estos simbolos representan diferentes acciones; por ejemplo, en
un L-System algunos simbolos comunes podrian ser F (avance de N

unidades en linea recta), L (giro en angulo recto), O (rotonda), etc.
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e Reglas de produccion: instrucciones que definen como cada simbolo del
alfabeto debe transformarse en la siguiente iteracion. Cada simbolo tiene
reglas especificas asociadas que especifican como se expande con otros
simbolos. Un par de reglas para F podrian ser {F > F, F > FL, F > FOF}.

Dicho esto, el articulo proponia un sistema de reglas que, dada una entrada
con informacion del terreno, fuese capaz de dividirlo y crear la geometria
apropiada tanto para el puerto carretero como para los edificios. Esto permitia
tener en cuenta parametros como la densidad de poblacion, el tipo de ciudad o
incluso el estilo de barrio. En otras palabras, las reglas de produccion aplicadas
dentro de estos L-System permitian aplicar métodos globales y locales para
alcanzar una serie de objetivos, introduciendo coherencia general a la vez que

un buen nivel de detalles.

llustracién 2.1: Ciudad creada con L-System [1]

Por otro lado, se encuentra “Real-time Procedural Generation of Pseudo Infinite
Cities” [2], un articulo del afio 2003 que proponia un enfoque para maximizar la
variabilidad de la geometria de los edificios basandonos en los parametros de ajuste
y la posicién. Estas variadas construcciones para edificios se conseguian con la
extrusion de un conjunto de planos de planta creados aleatoriamente, dando lugar a
edificios con geometria plural entre diferentes plantas. Aunque no se puede decir que
fue rompedor su planteamiento en cuanto al puerto carretero, pues se trataba
simplemente de una cuadricula, si que es cierto que supuso un avance en la

generacion de geometria para edificios.
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llustracion 2.2: Geometria de edificios segun pardmetros de ajuste y posicién [2]

2.1.2 Diagramas de Voronoi

Otro enfoque que difiere en la generacion de puertos carreteros vista es
propuesta en 2006. Con el articulo “Duplicating road patterns in south african informal
settlements using procedural techniques” [3], un trabajo que se centra en el estudio
de los patrones de asentamientos mas informales dentro de complejos entornos
urbanos, como es el caso de algunas ciudades de Sudéafrica. Con este articulo, se
propone el uso de diagramas de Voronoi para replicar estas estructuras urbanas,
concepto que se combina con los L-System para obtener un patrén mas cercano al de

los asentamientos informales estructurados.

1.0

0.8

04

0.2

0.0

llustracion 2.3: Diagrama de Voronoi [3]
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2.1.3 Sistemas multiagente

Una tendencia también muy interesante es la que se marcaba con “Procedural
City Modeling” [4] en el afio 2003 por parte de Lechner et al., una vision que, en lugar
de generar ciudades sobre la base del puerto carretero, lo hacia en funcion del suelo
y la distribucion de edificios. Fue un enfoque que buscé aumentar el realismo de las
ciudades generadas proceduralmente y que traia como caracteristica clave el uso de
agentes inteligentes para la generacion de ciudades. En este articulo propone un
sistema de agentes extensible capaces de interactuar entre si, cada uno de ellos con
la capacidad de aplicar un simple conjunto de reglas y que en potencia se vuelve

complejo durante la interaccién con el resto de agentes.

2.1.4 Funciones de colision de ondas

Otra técnica mas reciente es la propuesta de 2016, “Wave Function Collapse
Algorithm” [5], publicada por Maxim Gumin en GitHub. Aunque no esta orientado
directamente a la creacién de ciudades, fue un algoritmo popular para la generacion
procedural que podria aplicarse también para este problema. Pese a su nombre,
realmente no esta completamente relacionado con la mecanica cuantica, aunque si
gue se inspira en la idea del colapso de onda para aplicar una generaciéon por

procedimientos.

llustraciéon 2.4: Generacion de fortaleza infinita con funciones de colisién de onda [4]
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2.2 Conjuntos de datos LIiDAR para entornos urbanos

Los datos etiguetados son fundamentales para el éxito del aprendizaje
supervisado, pues permiten a los algoritmos aprender a identificar patrones y realizar
predicciones basadas en un conjunto de caracteristicas especificas como pueden ser
la geometria de una nube de puntos. Los datos etiquetados proporcionan a los
modelos de IA la informacion necesaria para entrenar de manera estructurada,

ayudando a establecer relaciones claras entre informacion espacial y etiquetas.

En el contexto de este proyecto nos centraremos en datasets con nubes de
puntos obtenidas mediante tecnologia LIDAR captadas en exteriores y en particular,
en zonas urbanas. Aunque exista una gran cantidad de nubes de puntos en proyectos
como lo son el PNOA (Plan Nacional de Ortofotografia Aérea [6]), la realidad es que
normalmente no estan etiquetados, siendo de poca utilidad para el entrenamiento de
redes neuronales. Pese a ello, existen algunos datasets etiquetados y orientados al

problema de segmentacion que merecen ser descritos brevemente.

2.2.1 Dataset Semantic3D

Comenzamos el andlisis destacando el dataset de Semantic3D [7], presentado
en 2017 por investigadores de la Universidad de Bonn como un benchmark para la
clasificacion semantica de nubes de puntos en exterior. Contiene mas de 4 mil
millones de puntos etiquetados en 8 clases diferentes. Sus nubes fueron registradas
con un sensor LIDAR estatico y posteriormente etiquetadas por profesionales,
consiguiendo nubes etiquetadas para entornos naturales y escenas urbanas con gran

variedad de estructuras como iglesias, calles, vias de tren, plazas, pueblos o castillos.

llustracion 2.5: Nube de Semantic3D [7]
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2.2.2 Dataset Semantic KITTI

Con un nombre muy similar tenemos Semantic KITTI [8], creado en 2019 como
una extension del célebre conjunto KITTI [9]. A diferencia del conjunto anterior,
Semantic KITTI fue medido con un sensor LIDAR montado en un vehiculo en
circulacion como un sistema laser mévil (MLS), de manera que era capaz de tomar
las mediciones a una velocidad de 10Hz. Esto lo hace muy interesante para problemas
como el de la conduccién autbnoma. Cabe mencionar que es un dataset muy pesado
dada la densidad de sus nubes, ocupando cerca de 80GB con una media de alrededor
de 4,549 millones de puntos por nube. Estos datos estan organizados en 28 clases,
distinguiéndose objetos inmoéviles (22 clases) y moéviles (6 clases restantes). En
general, este conjunto cubre usuarios de trafico, areas de estacionamiento, aceras,

etc.

llustraciéon 2.6: Nubes de Semantic KITTI [9]

2.2.3 Dataset Paris-Lille-3D

Paris-Lille-3D [10] es un conjunto de nubes de puntos centrado en escenas
urbanas de ciudades francesas. Fue creado en 2017 para contribuir con el avance de
problemas para la segmentacién y clasificacion automatizada de nubes de puntos. Al
igual que sucedia con Semantic KITTI, estos datos han sido generados por un MLS
circulando por las calles de Paris y Lille. Contiene 143 millones de puntos etiquetados
amano y cuenta con 50 clases diferentes. No obstante, el conjunto se publicé con una

transformacion para conservar solo las 10 clases generales mas representativas.
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llustracion 2.7: Nube de Paris-Lille-3D [10]

224 Dataset DublinCity

Publicado por investigadores de la University College Dublin en 2019,
DublinCity [11] es otro conjunto de datos de nubes de puntos a gran escala capturado
en la ciudad de Dublin (Irlanda) que esté dirigido a la reconstruccion 3D y la creacion
de modelos digitales de ciudades. Supone una nube etiquetada de mas de 260
millones de puntos obtenidos de las mediciones de un sensor LIDAR aéreo de alta
densidad a lo largo del afio 2015. Tiene 13 clases que se organizan en niveles

jerarquicos de detalle, desde elementos generales a otros especificos.

Roof Buildin
Vegetation v gl

Undefined

llustracion 2.8: Estructura de las nubes de puntos en [11]

Tal y como se observa en la llustracion 2.8, se pueden encontrar etiquetas de
alto nivel como Building o Vegetation, mientras que también se pueden encontrar a su
vez etiquetas de bajo nivel como Window. Esto convierte al dataset no solo en una
herramienta para reconstruccion y modelado, sino también para su uso en

entrenamientos de redes neuronales.
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2.2.5 Dataset Toronto-3D

Terminamos finalmente presentando el dataset mas influyente para este
proyecto, Toronto-3D [12], un conjunto de nubes de puntos urbanas adquirido por un
sistema LIDAR movil en la ciudad de Toronto, Canada. El conjunto fue creado por la
Universidad de Toronto en el afio 2020 y es uno de los mas recientes. Este conjunto
esta completamente etiquetado y pensado para su uso en problemas de
segmentacion, cubriendo aproximadamente 1 km de carretera con unos 78.3 millones
de puntos (3GB de datos repartidos en 4 archivos). Sin duda es un buen dataset para
realizar entrenamientos supervisados, pues incorpora nubes de puntos con mucha
informacion. Mas concretamente, cada uno de los puntos de sus nubes contiene 10
atributos Utiles para el entrenamiento como son la posicion, el color, la intensidad o el

GPS, asi como también se asocian a las 8 clases de etiquetas.

llustracion 2.9: Nube de Toronto-3D [12]

2.3 Redes neuronales artificiales para nubes de puntos

Las redes neuronales son algoritmos de inteligencia artificial inspirados en el
funcionamiento del cerebro humano, disefiados para procesar y aprender de grandes
volimenes de datos. Cada red esta compuesta por unidades denominadas neuronas
artificiales organizadas en capas, donde cada neurona recibe sefales, las procesa y
genera una salida que pasa a la siguiente capa. Este proceso permite a las redes
aprender patrones en los datos mediante un ajuste continuo de los pesos, que

representan la importancia de cada conexion entre neuronas.
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Aunque surgieron de manera tedrica en la década de los 70, podemos decir

que en la actualidad estas proveen soluciones a una gran cantidad de campos, tales

como el procesamiento del lenguaje natural, con redes como ChatGPT [13], vision

artificial con Swin Transformer [14], creacibn de imagenes con DALL-E [15],

generacion de videos con SORA [16], deteccion de voz con Whisper [17], generacion

de audio con Suno [18], interpolacion de fotogramas en peliculas de animacion con

ToonCrafter [19], etc. Cada una de ellas con una arquitectura Unica, aunque podemos

considerar que las arquitecturas mas comunes son las siguientes:

Redes neuronales atrtificiales, Artificial Neural Networks (ANN): siendo la
base de redes mas complejas, estas estan compuestas por capas de
neuronas con conexiones densas para usos en tareas de clasificacion y

regresion.

Redes neuronales convolucionales, Convolutional Neural Network (CNN):
utilizadas principalmente para procesamiento de imagenes y vision artificial,
estas redes aplican operaciones de convolucion para identificar patrones en

datos espaciales.

Redes neuronales generativas adversarias, Generative Adversarial Networks
(GAN): compuestas por dos redes que compiten entre si. Una de ellas es la
red generadora que tiene como misién crear datos, y la otra es la red
discriminadora que intenta distinguir entre datos reales y generados. La red
generadora debe ser capaz de crear datos de calidad que permitan “enganar”

a la discriminadora.

Redes neuronales recurrentes, Recurrent Neural Networks (RNN): disefiadas
para procesar secuencias de datos, cuentan con conexiones recurrentes que
pueden almacenar la informacion previa, lo cual permite comprender
dependencias a lo largo del tiempo. Sin embargo, estas redes poseian el
problema de localizacion de patrones a largo plazo, surgiendo las Long Short-
Term Memory (LSTM), o también llamadas memorias a largo y corto plazo,

como una extension de las RNN.

Redes neuronales de grafos, Graph Neural Networks (GNN): son redes

neuronales que estan planteadas para trabajar con datos que permiten ser
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representados como un grafo, de tal manera que los nodos representan

entidades individuales y las aristas representan las relaciones entre estas.

e AutoEncoders: estan disefiados para reducir la dimensionalidad de los datos
y reconstruir la entrada original, extrayendo caracteristicas relevantes. Son

Utiles en compresion de datos, eliminacion de ruido y deteccion de anomalias.

e Transformers: utilizan mecanismos de atencion para procesar secuencias sin
necesidad de recurrencia, lo que las hace mucho mas eficientes en tareas de
procesamiento de lenguaje natural. Desde su publicacion, estas redes han
hecho que las redes RNN hayan quedado en un segundo plano a favor de la

arquitectura Transformer.

Conociendo ligeramente las arquitecturas que predominan en el campo, se van
a presentar una serie de redes neuronales aplicadas a nubes de puntos que
incorporan algunas de estas estructuras para la resolucion de problemas tipicos como

la clasificacién y la segmentacion.

2.3.1 Redes con arquitectura convolucional: PointNet

Introducida por Qi et al. en 2017 con su articulo “PointNet: DL on Point Sets for
3D Classification and Segmentation” [20], marcé un avance significativo frente a las
redes convolucionales tradicionales. Anteriormente, las redes requerian de
estructuras ordenadas, sin embargo, esta red era capaz de procesar directamente

nubes de puntos con una naturaleza desordenada.

Este tipo de redes se fundamentan en el uso de convoluciones, siendo esta una
operacion mateméatica que permite extraer caracteristicas importantes de la vecindad
de los datos de entrada, algo que se consigue con un kernel. Mediante el
desplazamiento del nucleo de convolucién por el espacio se consigue generar un
mapa de caracteristicas que permite la deteccién de patrones, sin importar su posicion
exacta. En el caso concreto de PointNet se emplea una combinacién de capas de
multi-perceptrones, Multi-Layer Perceptron (MLP), para procesar cada punto de la
nube de manera independiente y consigue, mediante la operacién max pooling [21],

gue la red sea invariante al orden de los puntos.
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Tras su éxito, la red incorpord una actualizacion que redefinia parte de su
funcionamiento, dando lugar a la creacion de PointNet++ con el articulo “PointNet++:
Deep Hierarchical Feature Learning on Point Sets in a Metric Space” [22]. Esta nueva
red funcionaba como la clasica, con el afiadido de un funcionamiento jerarquizado
para capturar caracteristicas locales a mdultiples escalas. Ello permitiria a la red
manejar variaciones en la densidad de las nubes de puntos, mejorando el rendimiento

en escenas complejas.
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llustraciéon 2.10: Estructura Jerarquica de PointNet++ [22]

Al igual que PointNet y PointNet++, se encuentran otras redes también muy
conocidas con funcionamiento similar como GeomAdapt o PointConv, y otrasvoxelizan
dichas nubes como FCNVoxNet que, aun teniendo un funcionamiento parecido,
trabajan con voxeles. Para ello se sigue la misma filosofia, pero en lugar de trabajar

con nubes de puntos, voxelizan dichas nubes para posteriormente procesarlas.

2.3.2 Redes con arquitectura Transformer: Point Transformer

A partir del articulo escrito por investigadores de Google, “Attention is all you
need” [23], no sélo hubo cambios dentro del campo del Procesamiento del Lenguaje
Natural (PLN), sino que esto se extrapold a otras tareas: analisis de imagenes,
clasificacion de imagenes, deteccién de objetos, etc. Inspirado por este éxito, Point
Transformer [24] fue creado en 2020 para explotar esta nueva tecnologia aplicandose

a problemas de clasificacién y segmentacion de nubes de puntos 3D.
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Recordemos que la arquitectura Transformer, mostrada graficamente en la

llustracion 2.11, consta de varias partes:

e Codificador: esta parte se encarga de procesar la informacion de entrada (la
nube de puntos) identificando las partes mas relevantes y generando un
embedding [25] que captura para cada punto tanto sus coordenadas 3D como
caracteristicas adicionales (como el color o la intensidad), consiguiendo asi

reflejar su importancia en relacion con otros puntos de la nube.

e Decodificador: esta otra parte toma la salida del codificador y transforma los
embeddings generados por el codificador en representaciones de salida

utiles, como clasificaciones o segmentaciones de los puntos en la nube.
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llustracion 2.11: Arquitectura Transformer [23]
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2.3.3 Redes con arquitectura de grafos: SPGraph

Esta arquitectura trabaja sobre grafos en lugar de con datos en otras formas
MAas comunes como vectores, matrices o tensores. Aqui, el grafo se compone de
nodos, siendo estos los puntos de la nube, y aristas, que los relacionan. Gracias a la
propagaciéon de informacion mediante este tipo de estructura, la red actualiza la
representacion de la nube en funcion de los vecinos de cada punto. Posteriormente,
la red converge de manera similar a las redes convolucionales dado que se aplican
capas de convolucion dentro del grafo, permitiendo que las caracteristicas de los

nodos se fusionen de manera similar a como las CNN combinan caracteristicas.

Un ejemplo de este tipo de arquitecturas se da en SPGraph, una red que trata
de sobrellevar el tamafio de los escaneos LIDAR masivos y que da un paso mas alla
respecto del formato original de estas arquitecturas. El articulo “Large-scale Point
Cloud Semantic Segmentation with Superpoint Graphs” [26] propone una
representacion de Grafo de Super Puntos (SPG). Para conseguir el SPG primero ha
de dividirse la nube de puntos en formas geométricas simples y significativas, lo cual
se representa mediante los llamados “super puntos” tras un proceso automatizado no
supervisado. Estos super puntos son los nodos de un grafo reducido y permiten el uso

de métodos de embedding para nubes de puntos como PointNet.

table
table
table

chair

chair

llustraciéon 2.12: Grafo de superpuntos [26]

En la llustracién 2.12 esté el principal avance del articulo de SPGraph, donde
se muestra cOmo se pasa de un grafo que interconecta una gran cantidad de puntos
a un SPG que tiene unicamente 6 nodos. Esto hace que el rendimiento mejore y los
algoritmos de aprendizaje profundo basados en convoluciones de grafos puedan
trabajar sobre nubes aprovechando las caracteristicas de las aristas que

interrelacionan los “super puntos”.
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3 ESPECIFICACION DEL TRABAJO

En este capitulo se presenta la especificacion del trabajo, con una estructura y
contenidos inspirados en los criterios y recomendaciones que establece la norma UNE
157801:2007 - “Criterios Generales para la elaboracion de proyectos de Sistemas de

Informacion”.

3.1 Requisitos iniciales

En esta seccion Unicamente se determinan los requisitos iniciales a alto nivel,
con objetivo de fijar el aspecto del resultado buscado y utilizarlos como referencia
durante la etapa de validacion final. Los requisitos que se han propuesto para el
proyecto se dividiran entre aquellos orientados al desarrollo y aquellos orientados a la

experimentacion. En cuanto a los propuestos para el desarrollo son los siguientes:

Deben generarse ciudades de manera procedural con herramientas

comerciales o algoritmos propios.

e Debe desarrollarse una aplicacion para obtener fragmentos de ciudades

sintéticos y etiquetados de forma procedural.

e Deben obtenerse nubes de puntos sintéticas con los fragmentos de ciudades
generados a partir del sensor LIDAR virtual desarrollado en la universidad de

Jaén.

e Deberia hacerse un sistema de traduccion para adaptar el etiqguetado entre

diferentes conjuntos de datos.

Relativo al estudio experimental se tienen los siguientes requisitos:

e Debe ponerse en funcionamiento en los ordenadores del laboratorio un

conjunto de redes neuronales aplicadas a nubes de puntos.

e Debe llevarse a cabo un tratamiento de la informacion que siga el proceso
KDD.
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3.2

3.2.1

Debe realizarse experimentacion para estudiar el comportamiento de las

redes para conjuntos de datos reales.

Debe realizarse experimentacion para estudiar el comportamiento de las

redes para conjuntos de datos sintéticos.

Deberia realizarse un estudio del comportamiento de las redes mezclando

datos reales y sintéticos.

Deberia indicarse como podrian mejorarse los resultados, asi como la

propuesta de alguna posibilidad para aumentar la eficacia.

Hipotesis y restricciones

Hipotesis

Como es comun dentro de proyectos experimentales que se basan en el

meétodo cientifico, se presentara un listado de hipotesis iniciales:

3.2.2

1. Hipoétesis 1: el comportamiento de las redes obtenido a partir de un

entrenamiento y testeo con nubes de puntos sintéticas generadas con el

LiDAR virtual es similar al obtenido a partir de nubes de puntos reales.

Hipodtesis 2: el entrenamiento de las redes neuronales con nubes de puntos
reales puede ser sustituido con un entrenamiento alimentado con datos
completamente sintéticos, dando buenos resultados en el testeo con nubes

de puntos reales.

Restricciones

Por su parte, el proyecto inicia con una serie de limitaciones que, aun estando

lejos de llevar al impedimento de los objetivos, si que condicionaran su ejecucion:

1. Restricciones temporales: el TFM se define como una asignatura de 12

creditos, lo que supone que la duracidn total del proyecto seria inicialmente
de 300 horas, incluyendo todas las etapas del ciclo de vida. No obstante, es
importante comprender que el proyecto es un trabajo que requiere de

investigacion, una etapa de desarrollo, arranque de proyectos de otros
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investigadores, entrenamiento de multiples modelos de machine learning,
experimentacion, analisis de resultados, correccion de errores y en
ocasiones cooperacion con terceros. Esto se traducird en que el tiempo
maximo estimado subira a 600 horas, marcando un limite temporal realista

afrontable por el autor.

2. Hardware limitado: pese a encontrarnos en un laboratorio equipado con
ordenadores especializados y tarjetas gréaficas potentes, lo cierto es que
para el entrenamiento de redes neuronales se requiere de mucho tiempo.
Esto puede suponer varios dias que, por la restriccion temporal recién
descrita, no siempre es factible para todos los experimentos. Afadido a
esto, el coste en memoria también es muy elevado, y no es posible utilizar
algunos datasets completos. Esto supondra la necesidad de redimensionar
el conjunto de datos para reducir el coste temporal y en memoria asociado

al hardware de trabajo.

3. Conocimientos de partida: el proyecto se comenzd con conocimientos
basicos en redes neuronales obtenidos durante las asignaturas del grado y
del master. Asimismo, tampoco se tienen grandes conocimientos en Python,
aunque si que es cierto que se tiene una base. Esto supondra que el tiempo

dedicado para la fase de investigacion sera superior.

4. Calidad del fragmentador de ciudades: debido a las limitaciones
temporales y en pro del avance de la fase de experimentacion, se dedicara
menos tiempo del total planificado a la interfaz y usabilidad de la aplicacion

de fragmentacion.

3.3 Riesgo del trabajo

Es muy importante destacar la gran incertidumbre de la que parte este proyecto
en su conjunto, y aunque no es la Unica vez que se ha comentado y se comentara en

esta memoria, se ha creido conveniente incluir este apartado para desarrollarlo.

No se trata de una mala gestién, ni una mala organizacion, sino que estamos
ante un problema caracteristico de los trabajos de investigacion. El proyecto, como se

ird viendo, esta conformado por multiples fases y cada una de ellas dependiente de
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las demas, por lo que la calidad del conjunto del proyecto depende de la calidad
individual de cada una de estas partes. Dicho esto, se debe saber que se parte de una
generacién de entornos procedurales cuya calidad de generacion no se conoce al
detalle, un LIDAR virtual que se busca validar y unas redes neuronales que, pese a
haber sido probadas, no podrén utilizar la cantidad de datos necesarios para obtener

resultados optimos porgue no se dispone de suficientes recursos.

Esta incertidumbre se veria minimizada si no se contara, sobre todo, con la
restriccion temporal destacada en los apartados anteriores. Igualmente, y
completamente en relacidbn con la restriccion temporal, se podria contar con
entrenamientos mas extensos, asi como entrenamientos hechos desde otros equipos
o servidores mas potentes correctamente configurados y preparados para la ejecucion

del proyecto, algo que como requiere de bastante tiempo no se ha podido realizar.

3.4 Estudio de alternativas y viabilidad

Durante el proyecto se han tenido que discriminar el uso de algunas
herramientas a favor de otras, ya sea para la generacién procedural, el etiqguetado de
fragmentos de ciudades, el entorno de trabajo o la eleccién entre los proyectos de
redes neuronales disponibles. En este apartado vamos a describir las principales

alternativas analizadas para su posterior eleccion.

3.4.1 Generacion procedural

Sin duda la primera decision del proyecto fue la eleccidn del software para la
generaciéon procedural de ciudades. A lo largo del primer periodo de investigacion se
propusieron una gran cantidad de posibilidades, pero se destacaran aquellas que

fueron mas influyentes.

34.1.1 Procedural City Generator

Procedural City Generator [27] es un proyecto disponible en GitHub como
software libre y gratuito que permite crear mapas que pueden descargarse como
fichero PNG, mapas de alturas e incluso descargar directamente el modelo
particionado en STL. El generador se basa en L-System y es capaz de generar

automaticamente grandes distribuciones de calles que pueden replicar la distribucion
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de ciudades como las de Paris o Barcelona. Es un proyecto que permite algo de
personalizacion, aunque no se obtienen resultados completamente detallados. La
geometria devuelta es simple y tampoco usa texturas, siendo su punto fuerte la
capacidad de generar grandes puertos carreteros introduciendo manzanas, edificios,

zonas para parques, etc.

llustracion 3.1: Ciudad creada con Procedural City Generator

Para utilizar este trabajo seria necesario hacer un script que unifique las salidas
de este proyecto en un solo modelo, incluyendo texturas. Para dar mas realismo
ademas habria que incluir algo de ruido, personas, vehiculos, mobiliario urbano, etc.
Ello se podria hacer desde Blender [28], pero aun asi supone la problematica de

detectar la orientacion de las mallas pertenecientes a aceras y carreteras.

3.4.1.2 ArcGIS CityEngine

ArcGIS CityEngine [29] es una de las herramientas de pago mas avanzadas
para generar ciudades procedurales en 3D. Con este programa se pueden crear
grandes entornos urbanos interactivos e inmersivos y es por ello que es ampliamente
usado en la creacion de ciudades realistas para simulaciones, videojuegos y hasta en
planificacién urbana. Usa un sistema basado en reglas personalizable que permite
controlar el estilo arquitectonico, la densidad de las construcciones o el trazado de las
calles, entre otras muchas opciones, asi como también proporciona la generacion a

partir de imagenes por satélite.

Escuela Politécnica Superior de Jaén 36



Experimentacién en framework para redes neuronales con
Victor Rodriguez Cano diferentes conjuntos de datos LIDAR reales y sintéticos

Para usar este software es indispensable, aunque se pueda probar de manera
gratuita, comprar una licencia. Ya en posesion de una licencia se podria utilizar la
aplicacion durante mas tiempo y crear ciudades con relativa facilidad. Es una
herramienta potente con la Unica desventaja de que, al ser software propietario hay

menos documentacion publicada en Internet.

3.4.1.3 RailClone

Este plugin [30] para Autodesk 3ds Max permite crear ciudades con un amplio
namero de objetos, creando la estructura de los mismos sobre la base de los
parametros personalizables. De esta forma, se puede automatizar con reglas la
creacion de carreteras, puentes, rieles, edificios, cercas, muros o sefiales. Es muy
utilizado en el &mbito de la arquitectura, la visualizacion de exteriores, el disefio urbano

y en la creacién de escenarios para peliculas y videojuegos.

llustracion 3.2: Sistema de nodos de RailClone

Para el uso de este plugin habria que comprar una licencia para usar 3ds Max,
y posteriormente comprar Railclone. Este plugin no permite la automatizacion
mediante scripts, sino que usa un sistema de nodos (llustracion 3.2) que recuerda al

de otras aplicaciones como Blender.

3.4.2 Fragmentacidon de ciudades

Tras la obtencion de ciudades existen dos opciones para la recolecta de nubes

de puntos; la primera es navegar sobre las ciudades con el sensor LiDAR sintético, y
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la segunda es fragmentar las ciudades. Dado que el nivel de detalle de estas ciudades
es muy elevado, encontrandose decenas de millones de triangulos en los modelos, la
decisidbn mas oportuna es la de la fragmentacién. Esto permitira al LIDAR trabajar con
trozos manejables a lavez que el proceso se podra aprovechar también para etiquetar
cada elemento independiente del escenario segun el conjunto de etiquetas
seleccionado. Por simplicidad, se tomé la decision de utilizar un motor de grafico ya
existente para evitar trabajar a muy bajo nivel, algo que supondria mucho tiempo de
desarrollo. De esta manera se tuvo que elegir entre los 2 motores mas conocidos

actualmente.

34.2.1 Unity 3D

Unity [31] ha evolucionado a lo largo de estos afos siendo capaz de hacer
posible el desarrollo dentro de él de videojuegos con grandes estandares de calidad,
grandes camparfias de marketing y publicados por grandes estudios, lo que se conoce
como juegos de triple A. El trabajo flexible, el amplio conjunto de herramientas, la
curva de aprendizaje accesible y la gran cantidad de documentacion en Internet ha

incentivado a que sea uno de los motores de videojuegos mas populares actualmente.

Es una gran opcién para nuestro proyecto porque permite importar y modificar
de forma automética los modelos. Desde Unity se podria crear una aplicacion que
facilitase la fragmentacion automatica de las ciudades creadas anteriormente con
scripts en C#, asi como también se podria manejar el proceso de etiquetado. Esta
opcion es gratuita usando la version de Unity Personal, version en la que los
desarrolladores pueden crear aplicaciones sin pago alguno mientras que las
ganancias no superen los 100,000 dolares anuales. Como el proyecto no plantea
vender la aplicacion desarrollada no deberia haber problemas en lo referente a la
version gratuita, de la misma manera que tampoco deberia haber problemas
relacionados con el sistema operativo utilizado en el ordenador del laboratorio, pues

Unity es un motor multiplataforma.

3.4.2.2 Unreal Engine

Unreal Engine [32], desarrollado por Epic Games [33], es uno de los motores
de videojuegos multiplataforma mas potentes de la actualidad. Desde su creacion en

1998, ha evolucionado hasta su version 5, que ofrece impresionantes resultados
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graficos y mejoras significativas para la creacion de mundos abiertos en comparacion
con su predecesor, Unreal Engine 4. Esta ultima version destaca especialmente en el
desarrollo de videojuegos 3D, ya que permite trabajar en tiempo real con escenas de

mallas muy detalladas y aporta innovadoras mejoras en el sistema de iluminacién.

El trabajo en Unreal Engine 5 se realiza principalmente en el lenguaje de
programacion C++. Sin embargo, también ofrece la alternativa de Blueprints, una
herramienta visual que facilita la creacién de c6digo mediante nodos y conexiones,
ideal para usuarios con conocimientos basicos de programacién. Al igual que Unity,
Unreal Engine 5 seria adecuado para crear la aplicacion para fragmentacion y
etiquetado de ciudades, proporcionando un rendimiento y velocidad de ejecucién

mejorados a cambio de un desarrollo algo menos acelerado.

Cabe mencionar que, a pesar de contar con una comunidad soélida, aprender a
utilizar Unreal Engine suele tener una curva de aprendizaje mas pronunciada en
comparacion con Unity. A ello hay que sumarle las exigencias de recursos, que son

mucho maéas elevadas.

3.4.3 Redes neuronales

3431 Proyecto Super Point Transformer

Este proyecto [34] presenta una red con una arquitectura basada en
Transformers de superpuntos y es funcional para la segmentacion de nubes de puntos
en escenas 3D. La metodologia utiliza un algoritmo para dividir las nubes de puntos
en una estructura jerarquica de superpuntos, lo que hace que el preprocesamiento
sea mucho mas rapido. Todo ello viene explicado en detalle dentro de su articulo,

“Efficient 3D Semantic Segmentation with SuperPoint Transformer” [35].

Es un proyecto escrito en Python y funcional desde sistemas operativos Linux
y con la version de CUDA 11.8 o0 12.1. Sus creadores utilizaron equipos con 64GB de
RAM (Random Access Memory), tarjetas graficas NVIDIA GTX 1080Ti 11G, NVIDIA
V100 32GB y NVIDIA A40 48Gb, y con ellos consiguieron experimentar con conjuntos
tales como S3DIS [36], Semantic KITTIy DALES [37].
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3.4.3.2 Proyecto PointNet2 Semantic

Este proyecto [38] es una version modificada de PointNet++ enfocada en la
segmentacion semantica para comparar tres conjuntos de datos: Scannet [39],
Semantic-8 [40] y un conjunto de datos aéreo LIDAR de Bertrand Le Saux. Esta
investigacion tenia también marcado como objetivo comparar esos conjuntos de datos

con SnapNet [41] (otro proyecto destacado de segmentacién semantica).

Este se ejecuta en Ubuntu 16.04 y fue probado con 3 GTX Titan Black y una
GTX Titan X, asi como también en otras tarjetas graficas como la GTX 860m. Entre
otras instalaciones necesarias, se destaca Python 2.7, CUDA 8.0 y TensorFlow 1.2.
En GitHub se pueden encontrar enlaces para descargar los datos preprocesados y
también se ofrecen instrucciones para procesar datos en bruto y para llevar a cabo el

entrenamiento de los modelos.

Al igual que el anterior proyecto, es un trabajo es muy interesante, sin embargo,
durante la ejecucién del script de entrenamiento de la red surgia un problema

relacionado con daemons que no permitia terminar el proceso.

3.4.3.3 Proyecto RepSurf

Este otro proyecto es sin duda el mas interesante y es por ello que se dedico
mas tiempo para intentar arrancarlo. Surface Representation for Point Clouds [42],
resumido como RepSurf, se trata de un trabajo de investigacion que propone una
nueva forma de representar nubes de puntos que permite capturar explicitamente la
estructura geométrica local detallada. Explora 2 variantes, pero a lo largo de toda la

investigacion siempre nos referiremos a la variante Umbrella RepSurf.

Este proyecto disponible desde GitHub incorpora la red de PointNet++, la red
Point Transformer y el médulo propio de Umbrella RepSurf basado en una version
ligera de PointNet++. Presentado en su articulo, “Surface Representation for Point
Clouds” [43], pero visible también desde el GitHub estan algunos de sus resultados

con datasets como S3DIS.
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Los desarrolladores iniciaron el proyecto en Linux utilizando Python 3.7,
PyTorch 1.6.0, CUDA 10.1 y GCC 7.2.0 entre otras versiones destacables. En el caso
de este trabajo, se consiguié arrancar utilizando versiones similares dadas las

diferencias en hardware.

3.4.4 Entorno de trabajo

En lo referente al sistema operativo, lo cierto es que no habia demasiada
posibilidad de eleccion dentro del laboratorio, pues todos los equipos usaban
Windows. Sin embargo, la mayoria de proyectos de redes neuronales que se
encontraban en GitHub estaban preparados para ejecutarse sobre diferentes entornos
de Linux. Una posible solucion podria haber sido instalar mediante una particion del
disco la version necesitada de Linux, sin embargo, esto era demasiado costoso
teniendo en cuenta que dicha version cambiaba entre proyectos. Es por ello que
surgieron varias posibilidades: utilizar maquina virtual o usar el subsistema de

Windows para Linux.

3.4.4.1 Méaquina virtual con VirtualBox

La primera opcion, la mas conocida para la mayoria, es la de crear una maquina
virtual para simular un equipo con la version de Linux requerida. Una maquina virtual
es un entorno virtualizado que actia como un sistema informatico independiente
dentro de un mismo ordenador en el que se puede instalar y ejecutar de forma aislada
como un sistema operativo junto con sus programas, como si fuera un segundo
ordenador. Es frecuente el uso de estas para probar software, realizar experimentos
y ejecutar aplicaciones en otros sistemas operativos sin comprometer al sistema

anfitrion.

Todo ello se puede hacer con VirtualBox [44], un software de virtualizacion
gratuito y de codigo abierto desarrollado por Oracle que se ha estudiado a lo largo de
la carrera. Se puede ejecutar multiples sistemas operativos (como Windows, Linux o
macOS) en un ordenador host sin necesidad de alterar su sistema operativo principal.
Sin embargo, esto supone por un lado dividir los recursos del equipo servidor y por
otro incrementar el uso de estos para la superior gestion de procesos. Con esta

filosofia de uso de los recursos, es seguro que habra una bajada importante de
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rendimiento a la que hay que sumarle la correcta configuracion de la tarjeta grafica
con CUDA. En efecto, estos proyectos usan CUDA para poder acceder a los recursos
de la tarjeta gréfica, por lo que debe antes asociarse a VirtualBox. Sin embargo, esta

funcionalidad es de pago, por lo que se requeriria antes de pagar la extension.

3.4.4.2 Subsistema de Windows para Linux

Esta opcion, el subsistema de Windows para Linux (WSL), es una funcionalidad
en Windows que permite ejecutar distribuciones de Linux directamente sobre el
sistema operativo Windows. Para ello, WSL utiliza tecnologia de virtualizacion ligera
para ejecutar un kernel de Linux completo dentro de contenedores aislados en una
maquina virtual administrada de forma automatica. Ello proporciona un rendimiento de
sistema de archivos mejorado y una compatibilidad completa con llamadas de sistema

de Linux, lo que permite una experiencia Linux mas auténtica dentro de Windows.

Con esta solucion, no se requeriria de aplicaciones intermedias para la
virtualizacion, sino que seria mas directo desde la consola. Ademas, al estar integrado
podria accederse desde la interfaz del gestor de archivos de Windows a los datos de
la virtualizacién de Linux. Es una opcion ideal y para crear una maquina virtual solo se

requiere, tras la instalacion de la distribucion, del comando: “ws/ -d Ubuntu-20.04".

3.5 Descripcidon de la solucidén propuesta

En un inicio se decidi6 intentar utilizar el proyecto Procedural City Generator
como base para un algoritmo propio de generacion de ciudades. No obstante, durante
un pequefio periodo de desarrollo se llegd a la conclusion de que iba a demorar
demasiado tiempo construir el algoritmo y dejaria a la etapa de experimentacion sin
tiempo suficiente. Es por ello que, pese a ser gratuito fue la primera opcién en
descartarse. Tras eliminar esta opcién, las siguientes alternativas mas interesantes
disponibles eran de pago, por lo que se reviso si la universidad poseia alguna licencia
de dichos software. Una vez se solicitd esa informacion se conocié que en efecto la
universidad poseia licencias de uno de los software, CityEngine, por lo que se

determindé finalmente esa opcién como la mas apropiada.
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Teniendo en cuenta que el objetivo de este trabajo es experimental, se decidio
que la etapa de desarrollo de la aplicacion auxiliar se hiciera con Unity. De darse el
caso de seleccionar Unreal Engine, seria necesario programar la aplicacion con C++
o Blueprints dentro de un motor sin experiencia previa por parte del autor, lo que podria
convertirse potencialmente en un problema temporal que repercutiese en los
resultados experimentales del trabajo. De esta manera, Unity se convirtid en la opcion
mas conservadora, pues se tenia mucha experiencia en el motor, lenguaje y, aunque
es posible que Unreal Engine sea capaz de gestionar mejor grandes cantidades de
geometria, la experiencia nos dice que Unity también es capaz de gestionar los

modelos que se utilizaran dentro de este trabajo.

En cuanto al proyecto para el uso de redes neuronales, con muchas dificultades
se inicié el proyecto RepSurf que, frente al resto de las opciones, era el mas
interesante. Aunque es cierto que necesitaba algunas modificaciones, es importante
mencionar que es el que mas redes permite ejecutar sin cambiar de proyecto, por lo

que a la larga va a ahorrar mucho tiempo.

Finalmente, relativo al entorno de trabajo, se decidié usar el subsistema de
Windows para Linux. Es la opcion mas razonable dado que es muy facil de arrancar,
es gratuito y también mas eficiente, algo muy importante en procesos que pueden

demorarse dias si no se usan correctamente los recursos.

3.6 Alcance

El proyecto incluird los siguientes entregables:

1. Fragmentador de ciudades: serd un proyecto de Unity 3D creado en la
version de Unity 2023.2.12f1 que se compone de una Unica escena
preparada para que con un minimo de modificaciones se pueda cargar y
fragmentar una ciudad. El proyecto incluye ademas el archivo git donde se
puede comprobar las actualizaciones que se han ido implementando. Cabe
destacar ademas que todo el codigo propio viene explicado al detalle con

comentarios, y con archivos README.
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2. Proyecto de redes neuronales adaptado: se trata del proyecto RepSurf
modificado para poder utilizar cualquier tipo de dataset. Los cambios y los
nuevos scripts, asi como las adaptaciones o los elementos a tener en cuenta
de cualquier tipo vienen especificados igualmente con comentarios dentro

del codigo y con archivos README.

3. Dataset sintético: es un conjunto de nubes de puntos obtenidas del sensor
LiDAR virtual tras ubicarlo en multiples ciudades virtuales generadas con
reglas distintas. Estas nubes de puntos son las que se han utilizado para la
fase de experimentacién, encontrandose en formato PLY y conteniendo un

etiquetado personalizado.

4. Fragmentos sintéticos: serd un conjunto de modelos 3D guardados en
formato FBX que contendré los fragmentos de ciudades generados a lo

largo del proyecto.

5. Registros: incluird un conjunto de archivos de registro que muestran la
informacion mostrada por la terminal a lo largo de cada uno de los
experimentos. Habra registro tanto de la actividad del entrenamiento como

de la de testeo.

6. Modelos: guardara los archivos CKPT (checkpoints del modelo) generados
y permitira ejecutar las pruebas de evaluacion sin la necesidad de realizar

nuevamente los entrenamientos.

7. Documentacién: se trata del documento actual y de numerosos archivos
README incluidos junto a todos los scripts propios tal y como se ha
adelantado en puntos precedentes. Como es de esperar, ello sirve para
explicar en detalle los puntos mas importantes del proyecto, asi como para
para hacerlo mas usable y ayudar a los proximos investigadores que

continlien este proyecto.

8. Video: mostrara brevemente el funcionamiento del proyecto, en su
conjunto, para poder ver el comportamiento del mismo sin la necesidad de
ejecutar nada. Esto ahorra mucho tiempo para aquellos que solo deseen

consultar los resultados finales.
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3.7 Tecnologias utilizadas

Sintetizando, se procede a enumerar en los siguientes subapartados todas las

tecnologias y herramientas utilizadas en este proyecto junto con una breve

descripcion.

3.7.1

3.7.2

3.7.3

Software para graficos
Unity: es el motor gréafico escogido para crear la aplicacion que fragmenta y

etiqueta las ciudades generadas proceduralmente.

Blender: software especializado en modelado 3D y animacién que se utiliza
para visualizar archivos en formato FBX y OBJ. También se utiliz6 durante el
periodo de investigacion y pruebas para el intento de creacion del algoritmo

procedural de ciudades propio.

CityEngine: herramienta que permite crear facilmente ciudades de forma

procedural partiendo de un conjunto de reglas personalizable.

MeshLab: visor principal utilizado para mostrar las nubes de puntos.

Programacion y lenguajes
Visual Studio 2022: se usa como entorno de desarrollo integrado (IDE) para

escribir y depurar cédigo, principalmente en C# y Python.

Python: lenguaje principal en el que se encuentra programado el proyecto

RepSurf y el script de procesado de nubes de puntos.

PyTorch [45]: biblioteca utilizada en el proyecto RepSurf para construir y

entrenar los modelos de aprendizaje profundo.

C#: lenguaje de programacion utilizado en el desarrollo de la aplicacion para

fragmentar y etiquetado de ciudades hecha en Unity.

Entornos virtuales

Anaconda: se utiliza en el proyecto para gestionar entornos de desarrollo y
dependencias de Python, facilitando la instalacién de librerias y la ejecuciéon

de cdédigo.
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3.7.4

Subsistema de Windows para Linux (WSL): se utiliza para ejecutar
distribuciones Linux sin necesidad de maquinas virtuales intermedias, y
hacerlo en su lugar desde la propia maquina de Windows. Es imprescindible

para iniciar los proyectos de redes neuronales.

Documentacion

Word: editor de texto utilizado para la redaccion esta memoria.

Excel: es la aplicacion con la que se organizaban los resultados de los
experimentos en forma de tablas y gréaficos. Sus hojas de calculo fueron
usadas también para la creacion y modificacién de las tablas de etiquetas de

la aplicacion fragmentadora.

Visual Paradigm: esta herramienta se empled en la creacion de ciertos
diagramas del proyecto y también ofrece una version en linea que facilita su

acceso.

Umlet: una aplicacion para creacion y edicion de diagramas. La razon
principal de su uso es el disefio obtenido a partir de simples entradas y por

Su precio gratuito.

Google Keep: es una herramienta para tomar notas. Fue usada para apuntar

ideas a lo largo del proyecto.

Mendeley Cite: extensiéon para Microsoft Word que facilita la gestion de la

bibliografia.

Google Drawings: es una herramienta Google para hacer dibujos online con
posibilidad de exportarlos en formato PNG. Es utilizada para hacer algunos

diagramas propios de esta memoria.

3.8 Metodologia

La eleccion de una correcta metodologia para llevar a cabo el ciclo de vida del

proyecto o PMLC (Project Management Life Cycle) es uno de los pasos mas

importantes durante la direccion de un proyecto. Toda metodologia debe de tener en

cuenta la complejidad y la incertidumbre del proyecto, y es por ello que a nivel te6rico

se distinguen las siguientes 3 principales vertientes:
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e TPM (Traditional Project Management): utilizada para proyectos poco
novedosos y con objetivos claros donde no se espera un grado alto de

complejidad.

e APM (Agile Project Management): utilizada para proyectos donde teniendo

claro los objetivos, no es seguro la manera de alcanzarlos.

e XPM (Extreme Project Management): utilizada para proyectos altamente
complejos donde no se tienen completamente claros los objetivos ni las

soluciones.

Por otro lado, desde el punto de vista del ciclo de vida del desarrollo de software
encontramos la necesidad de seleccionar la categoria SDLC (Software Development
Life Cycle) a usar, que dependiendo del conocimiento técnico requerido en el alcance
del proyecto se movera desde un caso de categoria lineal (total certeza) hasta la

categoria extrema (total incertidumbre).

Teniendo ahora en cuenta estas bases, estamos preparados para seleccionar
una metodologia correcta para nuestro proyecto experimental. Dado que este tipo de
proyectos son de investigacion y novedosos, es razonable pensar que, aunque hay
algunos objetivos claros, las soluciones no lo son tanto. Esto se traduce en un enfoque
principal para el proyecto ubicado en la vertiente AMP con aproximacion a la vertiente
XPM. De igual manera, vista la incertidumbre del proyecto de cara al desarrollo
debemos plantear una categoria SDLC que nos permita cambiar de rumbo del
proyecto a bajo coste, lo que nos sugiere hacer uso de metodologias agiles frente a
metodologias tradicionales.

3.8.1 Metodologia general del ciclo de vida del proyecto

La metodologia general del proyecto sera Project Milestones, una metodologia
basada en hitos. Los hitos marcan puntos de referencia en el cronograma del proyecto
con los que se identifica cuando una o varias actividades han sido concluidas para asi
iniciar otra nueva. Estas marcas de comprobacion son muy Utiles para supervisar los
plazos, identificar fechas importantes y reconocer potenciales cuellos de botella de un

proyecto.
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Aplicar esta metodologia dentro del proyecto actual es una buena opcion para
mantener un correcto ritmo y evitar retrasos con las fechas y entregables. Dado que
la metodologia permite incluir nuevos hitos durante el proyecto, ésta se adapta sin
problemas a la situacién de incertidumbre de la que se parte, siendo facil realizar
modificaciones y hacer cambios de requisitos de manera acertada. En la Ilustracion
3.3, se plantea un diagrama de partida en el que se ven los 8 hitos de los que

inicialmente se conforma este proyecto experimental.

PROJECT MILESTONES

- . s Fragmentos Puesta en marcha .
Especificacién del . Evaluacion de los
etiguetados de de proyecto de
proyecto . modelos

ciudades redes neuronales

HIT0O2 HITO3 HIT0O4 HITO5 HITO6 HITO7 HITO8

Generador Dataset de nubes Entrenamiento de .
Cierre del proyecto
procedural de de puntos las redes .
. PP y conclusiones
ciudades sintéticas neuronales

llustracion 3.3: Hitos siguiendo metodologia Project Milestones

Es importante mencionar que el proceso de experimentacion seguira el
esquema definido en el KDD, teniendo en cuenta: la recoleccion de los datos, el
preprocesado, la transformacion, la mineria, la evaluacion y la interpretacion de los

resultados.

3.8.2 Metodologia dentro del desarrollo

Cumplir con todas las especificaciones es complicado teniendo en cuenta la
gran restriccion temporal de la que se parte. Esa restriccibon aumenta mucho la
incertidumbre y provoca que las cosas que no se hagan sean principalmente por falta
de tiempo. Si se dispusiese de tiempo ilimitado, se podria aplicar una técnica

tradicional con la que se podrian llegar a cubrir todas las especificaciones.
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Como no es el caso, ha de trabajarse con una metodologia agil para el
desarrollo, eligiendo entre las posibles la conocida como Extreme Programming. Esta
es muy popular y se centra en la velocidad y la simplicidad. La ideologia de este
modelo se basa en hacer ciclos de desarrollo muy cortos (sprints) donde se ejecutan
pequefias partes del proyecto alcanzando una gran calidad al haber sido debidamente
probados. A diferencia de otras metodologias, la programacion extrema es muy
disciplinada pues, aunque la documentacién ciertamente queda mas reducida, se
realizan con frecuencia revisiones y pruebas de cddigo para realizar cambios

rapidamente.

Este método es una buena opcion porque potencia la creatividad durante todas
las etapas de desarrollo y en cada uno de sus pequeiios sprints. Afadido a esto, al
tratarse de una metodologia agil cuyas bases se fundamentan en el uso de sprints de
muy poca duracion y simples, se asegura por un lado que se puede cambiar de rumbo
de proyecto a bajo coste y por otro lado se asegura la simplicidad de cada sprint, pues
el problema se ve obligado a desglosarse en subproblemas mas pequerios y faciles

de resolver y depurar.

3.9 Estimacion del tamaio y esfuerzo

Ya que el presente proyecto es un TFM, no existen restricciones de tipo
econémico, sino de tipo temporal establecido inicialmente en 600 horas. Por
consiguiente, los calculos de tamafio del proyecto estan supeditados el tiempo
disponible. En cuanto al esfuerzo, se dispone de tan un solo efectivo (autor del

trabajo).

Bajo esta base, la estimacion del trabajo necesario para completar el proyecto
se hara mediante un desglose en paquetes de trabajo. Cada paquete de trabajo busca
cumplir una serie de objetivos y dicha relacion se representa en la Estructura de
Desglose de Trabajo (EDT) de la llustracion 3.4. La EDT esta organizada en 4 niveles,
siendo el primer nivel el mas general abarcando todo el proyecto. El segundo nivel
muestra los objetivos del trabajo (definidos en 1 Objetivos del proyecto) y se asocia

con el nivel 3, el cual contiene los 4 paquetes de trabajo que tendra el trabajo, mientras
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gue en su ultimo nivel estan las tareas de los paquetes de trabajo, que mas adelante

se detallaran.

TFM

—{ Paquete 1 —{ Paquete 2 —{ Paquete 3 —{ Paquete 4
Reunion Investigacion Fragmentacion Recopilacion
cliente procedural de ciudades de datos
Especificacion Investigacion Etiquetado de Procesamiento
|__deltrabajo | datasets fragmentos de datasets
Control del Investigacion Previsualizar Mineria de
proyecto ML LIDAR datos
T Y
Elaboracion de Evaluacién e
memoria interpretacion

llustracion 3.4: EDT del proyecto

A continuacion, se mostraran las tablas de tareas contenidas en los paquetes
de la EDT. Dentro de cada una de ellas se incluira una descripcién e informaciéon de
interés, tal como lo es el periodo de tiempo esperado para llevarse a cabo, las
subtareas que la conforman, los miembros implicados, hitos que consiguen,

entregables, etc.

3.9.1 Paquete de trabajo 1: Gestion y coordinacion

La importancia de la correcta gestion radica en la buena coordinacion para
alcanzar el objetivo 1 del proyecto, donde se hablaba de control y coordinacion para
asegurar un correcto avance del proyecto durante todo el ciclo de vida del mismo. Este
paquete se centra en garantizar la adecuada estructuracion del proyecto de acuerdo
a la metodologia propuesta anteriormente. Estd compuesto por las siguientes tareas,

desarrolladas a continuacion en sus tablas correspondientes:

Escuela Politécnica Superior de Jaén 50



Experimentacién en framework para redes neuronales con
Victor Rodriguez Cano diferentes conjuntos de datos LiDAR reales y sintéticos

e Tarea 1.1: Reunién con el cliente
e Tarea 1.2: Especificacion del trabajo
e Tarea 1.3: Control del proyecto

e Tarea 1.4: Elaboracion de la memoria

Tarea 1.1: Reunién con el cliente

Descripcion Tarea que busca realizar una serie de tutorias iniciales para la
definicion del proyecto a nivel general, planteando los objetivos
iniciales

Miembros Victor Rodriguez Cano, Alfonso Lopez Ruiz, Rafael Jesls Segura
Sanchez y Carlos Javier Ogayar Anguita

Duracion 1 semana

Objetivos Objetivo 1 (O1)

Subtareas No dispone

Hitos y No dispone

entregables

Tabla 3.1: Tarea 1.1

Tarea 1.2: Especificacion del trabajo

Descripcion Tarea que busca llevar las ideas planteadas de manera general a
un planteamiento especifico para comenzar el proyecto
experimental. Aqui se dejaran claros los requisitos, alcance,
metodologia y una estimacion del esfuerzo junto con el

presupuesto
Miembros Victor Rodriguez Cano
Duracion 1 semana
Objetivos Objetivo 1 (O1)
Subtareas 1. Definicién de requisitos y alcance

2. Definicion de metodologia

3. Estimacion del esfuerzo y presupuesto

Hitos y Hito 1 (H1): especificacion del proyecto

entregables
Entrega 1 (E1): documentacion con la informacion especifica del
proyecto planteado

Tabla 3.2: Tarea 1.2
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Tarea 1.3: Control del proyecto ‘

Descripcion Tarea que dura todo el periodo de vida del proyecto sin incluir la
memoria del mismo. En ella se busca que la investigacion se vaya
llevando de forma correcta, siguiendo plazos, entregando informes
cuando y coordinando las reuniones con personal implicado
cuando se requiera

Miembros Victor Rodriguez Cano

Duracion 6 meses

Objetivos Objetivo 1 (O1)

Subtareas 1. Control y monitorizacién del trabajo

2. Organizacion de reuniones de seguimiento
3. Generacion periodica de informes

4. Coordinacion del proyecto con Alfonso

Hitos y No dispone
entregables

Tabla 3.3: Tarea 1.3

Tarea 1.4: Elaboracion de la memoria

Descripcion Tarea que tiene como objetivo finalizar con la entrega de una
memoria que resuma todo el proceso llevado a cabo

Miembros Victor Rodriguez Cano

Duracion 3 meses

Objetivos Objetivo 1 (O1)

Subtareas No dispone

Hitos y Hito 8 (H8): cierre del proyecto y conclusiones

entregables

Entrega 16 (E16): memoria del proyecto finalizada

Tabla 3.4: Tareal.4

3.9.2 Paquete de trabajo 2: Investigacion

Este paquete contiene aquellas actividades asociadas a las etapas de
investigacion requeridas en el proyecto, asi como la prueba de herramientas y de
proyectos. Trata de contribuir para el alcance de los objetivos 2, 3 y 4 del proyecto.
Esta compuesto por las siguientes tareas, desarrolladas a continuaciéon en sus tablas

correspondientes:
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e Tarea 2.1: Investigacion sobre generacion procedural
e Tarea 2.2: Investigacion sobre datasets

e Tarea 2.3: Investigacion sobre Machine Learning (ML)

Tarea 2.1: Investigaciéon sobre generacion procedural

Descripcion Tarea destinada a la investigacion del estado del arte sobre
técnicas de generacion procedural, asi como analisis de diferentes
alternativas comerciales para generar entornos urbanos. Dentro
de esta tarea se tiene en cuenta tanto la investigacién como el
periodo de pruebas y arranque de las diferentes aplicaciones

Miembros Victor Rodriguez Cano

Duracion 2 semanas

Objetivos Objetivo 2 (02)

Subtareas 1. Estudio del estado del arte generacién procedural

2. Prueba e instalacion de herramientas comerciales

Hitos y Hito 2 (H2): generador procedural de ciudades

entregables
Entregable 2 (E2): informe sobre técnicas y herramientas de
generacion con eleccion de herramienta a utilizar

Tabla 3.5: Tarea 2.1

Tarea 2.2: Investigacion sobre datasets ‘

Descripcion Tarea orientada a la revision de los conjuntos de nubes de puntos
LIiDAR publicos recopilados de las investigaciones mas influyentes
dentro del sector. En esta tarea se tiene en cuenta tanto la
investigacion como la descarga y la prueba del dataset

Miembros Victor Rodriguez Cano

Duracion 2 semanas

Objetivos Objetivo 3 (0O3)

Subtareas 1. Estudio del estado del arte sobre datasets LIDAR

2. Descargay prueba de datasets

Hitos y Entregable 3 (E3): informe sobre datasets LIDAR publicos
entregables

Tabla 3.6: Tarea 2.2
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Tarea 2.3: Investigacion sobre Machine Learning

Descripcion Tarea cuya meta es obtener una idea clara de los proyectos de ML
que trabajan con redes aplicadas a nubes de puntos LiDAR.
Durante esta tarea no solo se revisaran las posibles alternativas,
sino que ademas se intentara arrancar algun proyecto

Miembros Victor Rodriguez Cano

Duracion 1 mes

Objetivos Objetivo 4 (O4)

Subtareas 1. Estudio del estado del arte en ML

2. Arranque de proyecto ML para LIDAR

Hitos y Hito 5 (H5): puesta en marcha de proyecto de redes neuronales
entregables
Entregable 9 (E9): informe sobre proyectos de Machine Learning
funcionales

Tabla 3.7: Tarea 2.3

3.9.3 Paquete de trabajo 3: Desarrollo

Este paquete contiene las actividades asociadas a la etapa de desarrollo de la
aplicacion fragmentadora de ciudades. Dicha aplicaciéon debe fragmentar ciudades y
etiquetar en funcion de diferentes conjuntos de etiquetas. Trata de contribuir en el
alcance del objetivo 2 del proyecto y seguira el capitulo 3.8.2 (Metodologia dentro del
desarrollo). Estd compuesto por las siguientes tareas, desarrolladas a continuacion en

sus tablas correspondientes:

e Tarea 3.1: Fragmentacién de ciudades
e Tarea 3.2: Etiquetado de fragmentos

e Tarea 3.3: Previsualizador LIDAR

Tarea 3.1: Fragmentacidon de ciudades

Descripcion Esta tarea tiene como objetivo iniciar el desarrollo de una
aplicacién en Unity que permita fragmentar ciudades. Tras la
realizacion de esta tarea debe obtenerse un prototipo capaz de
fragmentar ciudades, sin que sea necesario su etiquetado

Miembros Victor Rodriguez Cano
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Duracion 2 semanas
Objetivos Objetivo 3 (0O3)
Subtareas 1. Sistema de instanciacion pseudoaleatorizada

2. Desarrollo del objeto fragmentador

Hitos y Entregable 5 (E5): prototipo de la aplicacién con capacidad de
entregables fragmentar ciudades

Tabla 3.8: Tarea 3.1

Tarea 3.2: Etiquetado de fragmentos \

Descripcion Esta tarea trata de implementar la funcién de etiquetado y
conversion entre etiquetas para la aplicacion en Unity. Ademas,
tras esta tarea la aplicacion tiene que devolver archivos en XML
gue puedan ser leidos por el sensor LIiDAR virtual

Miembros Victor Rodriguez Cano

Duracion 2 semanas

Objetivos Objetivo 3 (0O3)

Subtareas 1. Gestion y conversion del etiquetado

2. Generacién de archivos XML para LiDAR virtual

Hitos y Entregable 6 (E6): prototipo de la aplicacién con capacidad de
entregables fragmentar y etiquetar ciudades

Tabla 3.9: Tarea 3.2

Tarea 3.3: Previsualizador LiDAR \

Descripcion Esta tarea busca mejorar la aplicacion de Unity para fragmentar y
etiquetar ciudades implementando un previsualizador. Con este se
trata de dar una idea general y aproximada de como sera la nube
de puntos que se conseguira con el LIDAR

Miembros Victor Rodriguez Cano

Duracion 1 semana

Objetivos Objetivo 3 (0O3)

Subtareas No dispone

Hitos y Entregable 7 (E7): aplicacion terminada con capacidad de
entregables fragmentar y etiquetar ciudades, con capacidad de devolver una

previsualizacion de la posible nube de puntos LIDAR

Tabla 3.10: Tarea 3.3
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3.94 Paquete de trabajo 4: Experimentacion

El dltimo paquete contiene las actividades asociadas a la etapa de

experimentacion de esta investigacion. Siguiéndose los pasos del proceso KDD se

responderan a los objetivos 3, 4 y 5. Esta compuesto por las siguientes tareas,

desarrolladas a continuacién en sus tablas correspondientes:

e Tarea 4.1: Recopilacion de datos

e Tarea 4.2: Procesamiento de datasets

e Tarea 4.3: Mineria de datos

e Tarea 4.4: Evaluacion e interpretacion

Tarea 4.1: Recopilaciéon de datos

Descripcion

Miembros
Duracion
Objetivos
Subtareas

Hitos y
entregables

Esta tarea sera la primera dentro del KDD y en ella se deben
recopilar todos los datos que seran utilizados dentro del sistema.
Esto incluye la obtencion de datos reales y la obtencion de datos
sintéticos, los cuales deben generarse con las herramientas
disponibles

Victor Rodriguez Cano y Alfonso Lopez Ruiz
2 meses
Objetivo 3 (0O3)

1. Creacion de ciudades en CityEngine

2. Fragmentado y etiguetado de ciudades
3. Obtencion de nubes sintéticas con LiDAR virtual

4. Obtenciéon de nubes reales de Internet

Hito 3 (H3): fragmentos etiquetados de ciudades
Hito 4 (H4): dataset de nubes de puntos sintéticas
Entregable 4 (E4): conjunto de ciudades completas sin etiquetar

Entregable 8 (E8): conjunto de fragmentos de ciudades
etiquetadas

Entregable 10 (E10): dataset de nubes de puntos sintéticas

Tabla 3.11: Tarea 4.1
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Tarea 4.2: Procesamiento de datasets ‘

Descripcion Esta tarea, la segunda del KDD, sirve para preparar los datos a la
arquitectura, al contexto del problema y a las limitaciones del
LiDAR virtual
Miembros Victor Rodriguez Cano
Duracion 2 semanas
Objetivos Objetivo 3 (0O3)
Subtareas 1. Adaptacion a la arquitectura
2. Limpieza de datos
3. Reduccién de la dimensionalidad
Hitos y Entregable 11 (E11): script de procesado, transformacion y
entregables limpieza de datos
Entregable 12 (E12): datasets procesados y preparados

Tabla 3.12: Tarea 4.2

Tarea 4.3: Mineria de datos ‘

Descripcion Esta tarea, la tercera del KDD, tiene como finalidad entrenar los
modelos de redes neuronales con los datos preparados, ya sean
sintéticos, reales o mixtos

Miembros Victor Rodriguez Cano

Duracion 3 semanas

Objetivos Objetivo 4 (O4)

Subtareas 1. Adaptacion del proyecto a investigacion

2. Parametrizacion y configuracion

Hitos y Hito 6 (H6): entrenamiento de las redes neuronales

entregables
Entregable 13 (E13): modelos entrenados con datos sintéticos,
reales y mixtos

Tabla 3.13: Tarea 4.3

Descripcion

Tarea 4.4: Evaluacion e interpretacion

Esta tarea esta orientada a la prueba de los modelos con datos
reales o sintéticos. Para ello se ha planteado un conjunto de 3
experimentos, uno para tomar una referencia y el resto para
intentar validar las hipétesis del proyecto
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Miembros Victor Rodriguez Cano
Duracion 2 semanas
Objetivos Objetivo 5 (O5)
Subtareas 1. Experimento 1 (base)

2. Experimento 2 (hipétesis 1)

3. Experimento 3 (hipoétesis 2)

Hitos y Hito 7 (H7): evaluacion de los modelos

entregables
Entregable 14 (E14): resultados de los entrenamientos
Entregable 15 (E15): informe del analisis de los resultados

Tabla 3.14: Tarea 4.4

3.10 Planificacion temporal

Dado que el proyecto comenzo con su planteamiento en el mes de eneroy se
preveé que termine para el mes de octubre con la finalizacion de la documentacion, la
planificacién vendra dada para organizar el tiempo en el periodo de 10 meses que,

teniendo en cuenta las vacaciones de verano, quedara reducido a unos 9 meses.

Se tendra en cuenta en el diagrama de Gantt que vemos en la llustracion 3.5

los siguientes periodos asociados a los paquetes de trabajo:

e Periodo del paquete 1 (Gestion y coordinacion): incluye el tiempo
transcurrido para llevar a cabo las reuniones con los tutores del proyecto, la
especificacion de objetivos, hipotesis, restricciones, requisitos iniciales del
proyecto y alcance. Dicho tiempo se espera que sean alrededor de 2
semanas. También se incluye en el periodo aquel tiempo destinado al control

del proyecto y a la escritura de la documentacion.

e Periodo del paquete 2 (Investigacion): periodo dedicado al estudio del
estado del arte, lectura de articulos y alternativas para enfocar una correcta
solucion. Esto no solo incluye los tiempos de investigacion, sino que también

contiene los tiempos de prueba de software para generacion procedural,
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basqueda de conjuntos de datos reales y arranque de proyectos de redes

neuronales.

e Periodo del paquete 3 (Desarrollo): incluye todo el proceso de desarrollo de
la aplicacion para obtencion de ciudades etiquetadas. Dado que el proyecto
utiliza una metodologia agil y esta planificacion fue ideada al inicio del
proyecto, los detalles de las iteraciones realizadas para llevar a cabo el
desarrollo planteado se desarrollaran en las secciones posteriores. Es
importante mencionar que esta etapa se llevara a cabo concurrentemente
con la creacion de ciudades procedurales mediante la herramienta
seleccionada debido a que de esa manera se podran hacer pruebas durante

el desarrollo.

e Periodo del paquete 4 (Experimentacion): es un periodo sumamente
importante, pues en €l este proyecto cobrara sentido. Aqui se llevara a cabo
todo el proceso del KDD y se obtendran respuestas a las hipodtesis
formuladas. Lo mas destacable dentro de este periodo es la reserva de
tiempo que se hace debido a la incertidumbre para la tarea de obtencion de
nubes sintéticas, pues es una tarea que requiere mayor coordinacion. Dicha

tarea se hara de forma concurrente mientras se prueban proyectos de ML.

CALENDARIO DEL PROYECTO

Prevision de tareas para los proximos meses

ENERO FEBRERO MARZO ABRIL MAYO JUNIO Juuio VERANO SEPTIEMERE OCTUBRE

+ Reunién con el cliente

« Especificacion del trabajo
« Control del proyecto

» Elaboracion de memaria

CEEED

+ Software de generacion o0—0
« Conjuntos de datos o—0
+ Arrangue de proyectos ML o0

« Sistema de fragmentacién
» Archivos de etiquetas
» Previsualizador LiDAR

e asir

« Recopilacion de dates
o Creacion de ciudades
o Fragmentos etiquetados
o Nubes sintéticas

+ Procesamiento de datasets o0—o

« Mineria de datos o—0

« Evaluacién e interpretacién oO—0

o
(o]

llustracién 3.5: Calendario del proyecto
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3.11 Presupuesto

Valorando las anteriores especificaciones del proyecto ahora se presentara el

presupuesto, el cual se desglosara en 2 partes: coste del material utilizado y coste del

personal.

Material Precio (€) Amortizacion Tiempo de Coste (€)
(€/mes) uso (meses)

Equipamiento hardware
Equipo con 3600TI 1200 20 4 80
Equipo con A4500 3700 61,67 2 123,34
Periféricos (MK370 49,99 0,83 6 4,98
Combo for
Business)
Periféricos 79,90 1,33 6 7,98
(monitor Keep Out) |
Portatil ASUS 1299,99 21,66 9 194,94
ROG STRIX G15
Periféricos (raton 45,75 0,76 9 6,84
Logitech G402) |
Disco duro 1TB 69,99 1,17 9 10,53
TOSHIBA

Software

Windows 10/11 144,99 2,42 15 (4+2+9) 36,30
Unity 3D 0 0 2 0
CityEngine 1000 16,67 1 16,67
Visual Studio 2022 0 0 6 0
Microsoft Office 149,99 2,50 3 7,50
MeshLab 0 0 | 8 0
LiDAR virtual 0 0 1 0
Blender 0 0 | 1 0
SmartGit 0 0 6 0
Umlet 0 0 3 0
Visual Paradigm 0 0 3 0
TOTAL 489,08

Tabla 3.15: Costes de material
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Como vemos en la tabla, se tiene en cuenta para los calculos la amortizacion
parcial de los componentes hardware y software, asumiendo un periodo de

amortizaciéon de 5 afios.

Ademas, se debe considerar el coste del personal, para lo cual usaremos
estimaciones salariales obtenidas de la conocida plataforma InfoJobs [46]. Los
célculos se han ajustado segun la cantidad de horas y el rol especifico, afiadiendo
también un porcentaje adicional para cubrir la seguridad social, que representa

aproximadamente un 33% del salario bruto mensual del empleado.

Salario Seguridad Coste (€)

(€/h) social (€)

Analisis y disefio 30 Analista 24,38 241,36 972,76

Investigacion 120 Programador 20,32 804,67 3243,07
(senior)

Programacion 100 Programador 20,32 670,56 2702,56

| (senior)

Procesamiento 80 Cientifico de 23,36 616,70 2485,50

de datos datos

Experimentacién 160 Ingeniero en 26,28 1387,58 5592,38

con ML | 1A

Documentacion 100 Programador 20,32 670,56 2702,56
(junior)

Testeo 10 Probador 17,83 58,84 237,14

TOTAL 17935,97

Tabla 3.16: Costes de personal

Como ultimo aporte, se sumaran el coste del material y el coste del personal,

incorporando un sobrecoste del 10% justificado con los gastos indirectos.

Concepto Coste (€)

Gastos en material 489,08
Gastos en personal 17935,97
Gastos indirectos 1842,51
TOTAL GLOBAL 20267,56

Tabla 3.17: Costes totales
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Por tanto, nuestro proyecto tendria un precio de 20267,56€

3.12 Vision general del proyecto

En la llustracion 3.6 se trata de representar el flujo de trabajo del proyecto de
una manera muy clara, concisay visual. En él se observa como el proyecto inicia con
la creacion de un conjunto de ciudades de forma procedural haciendo uso de la
herramienta de CityEngine. Una vez conseguidas las ciudades, se fragmentaran y
etiquetaran con una aplicacion propia que se desarrollara en Unity 3D. Dichos
fragmentos seran enviados a un LIDAR virtual y, en colaboracion con Alfonso se
creard un nuevo dataset de nubes de puntos sintéticas, Synthetic Cloud 3D. Asi se
tendra un dataset sintético propio, y un dataset de datos reales (que se descargara de
Internet) tomados con un sensor LIDAR real en ciudades existentes. De manera
coordinada y tras el requerido procesamiento de los datos, ambos datasets se
enviaran a un grupo de redes neuronales y se haran 4 experimentos con cada una

ellas, siendo estas PointNet++, Point Transformer y Umbrella RepSurf.

Registro de nubes
sintéticas

h q, = o]
5 O b >
Generacién procedural Fragmentacion y etiquetado de
de ciudades las ciudades procedurales

& an. N -
‘ ‘ @‘ ‘ E"‘— Procesamiento y Procesamiento y [~ =1 Creacionde
- transformacion transformacion b - dataset
—~ w
e v vv N
Dataset LIDAR
real sintético

{ Transformer
PointNet++

ExpeRIMENTS T

Teatu:

llustracién 3.6: Flujo de trabajo del proyecto

Centrandonos en los experimentos, el experimento 1 buscara probar las redes
con datos unicamente reales y sus resultados seran la referencia para validar las

hipotesis con el resto de experimentos. El experimento 2 trata de comprobar la primera
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hipotesis propuesta mediante el entrenamiento y prueba del modelo con datos
sintéticos. El experimento 3 intenta validar la segunda hipotesis mediante el
entrenamiento con datos sintéticos y la prueba del modelo con datos reales.
Finalmente, el experimento 4 serd un experimento extra para intentar validar una
hipotesis adicional. En dicho ultimo experimento se tomaran para el entrenamiento
datos sintéticos en su mayoria, junto con unos pocos datos reales (conjunto mixto), y

se evaluaré el modelo con datos reales.
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4 GENERADOR DE FRAGMENTOS DE CIUDADES

En esta seccion se describe la etapa de desarrollo de software que se ha tenido
que llevar a cabo para crear una aplicacion en Unity que permita fragmentar y etiquetar
ciudades. Esto son acciones necesarias que no se podian hacer desde la herramienta
de CityEngine y sin ellas el sensor LIDAR virtual no funcionaria correctamente. La
necesidad de fragmentar las ciudades viene condicionada por el tamafio de las
mismas (en numero de triangulos) y el soportado por el sensor, mientras que la
necesidad de etiquetar la ciudad es imprescindible para que los puntos de la nube
devuelta por el LIDAR puedan asociarse a alguna clase (sin esta relacion las redes no

podran entrenar).

4.1 Diseno inicial

En este capitulo se busca definir el funcionamiento de la aplicacion y establecer
sus requisitos iniciales. A través de la etapa de analisis y disefio, se crearan las bases
fundamentales para el desarrollo. El objetivo de este proceso es obtener un disefio

preliminar que se ira refinando a lo largo de los sprints del desarrollo.

4.1.1 Especificaciones del sistema

A continuacion, se presentara la especificacion detallada de los requisitos
tomados al inicio del proyecto durante las reuniones con el cliente. Para definir los

requisitos funcionales elaborados utilizaremos la plantilla dada por la Tabla 4.1.

Identificador: Titulo ‘

Titulo “Nombre descriptivo
\ Descripcion \ Detalle del requisito e informacién adicional
 Prioridad Alta/Media/Baja

Tabla 4.1: Plantilla para los requisitos
41.1.1 Extraccion de requisitos funcionales

Este tipo de requisitos describe el comportamiento esperado del sistema,
especificando las funciones y acciones que debe ser capaz de ejecutar. El proyecto

comenzard con los siguientes requisitos funcionales:
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RF-01: Botén de procesado de la ciudad

Titulo Boton de procesado de la ciudad

Descripcion La aplicacion tendra un unico botdén que se ocupara de iniciar
todo el proceso automaticamente, incluyendo la fragmentacién
de ciudades, etiquetado, generacion de XMLs y simulacién de
nubes de puntos.

Prioridad Alta

Tabla 4.2: RF-01

RF-02: Fragmentar modelos de ciudades

Titulo Fragmentar modelos de ciudades

Descripcion El sistema fragmentara modelos de ciudades de forma
pseudoaleatorizada dado un radio y una cantidad de vacio
maxima permitida. No se permitird que en una misma ejecucion
haya fragmentos repetidos

Prioridad Alta

Tabla 4.3: RF-02

RF-03: Etiquetar mallas

Titulo Etiquetar mallas

Descripcion El sistema detectara la textura de cada malla del objeto inicial y
le asociara una etiqueta y un material segun unas tablas de
conversion. La etiqueta se podra traducir a otro conjunto
soportado por la tabla de conversién (Toronto-3D, Semantic3D,
Semantic KITTI o estandar LAS)

Prioridad Alta

Tabla 4.4: RF-03

RF-04: Generar archivos para LiDAR virtual

Titulo Generar archivos para LIDAR virtual

Descripcion Deberan generarse archivos legibles por el LIDAR virtual tras el
etiquetado de los fragmentos de ciudades. Para esto se seguira
el formato XML en el archivo de etiquetas y en el archivo de
materiales, y el formato FBX para el fragmento de ciudad

Prioridad Alta

Tabla 4.5: RF-04
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RF-05: Previsualizar nubes LiDAR

Victor Rodriguez Cano

Titulo Previsualizar nubes LIiDAR

Descripcion Se podra obtener una previsualizacion de la posible nube que
se obtendra de cada fragmento. Debe permitir un minimo de
configuracion tal y como lo seria el numero de rayos, angulo de
apertura o alcance. La simulacion sera aproximada

Prioridad Baja

Tabla 4.6: RF-05
41.1.2 Extraccion de requisitos no funcionales

Estos requisitos establecen los estandares de calidad del software, abarcando

aspectos como pueden ser el rendimiento o la consistencia, entre otros. En esta

aplicacion, los requisitos no funcionales seran:

RNF-01: Rendimiento

Titulo Rendimiento

Descripcion La fragmentacion y el etiquetado ofrecidos por la aplicacion
deben ser rapidos

Prioridad Media

Tabla 4.7: RNF-01

RNF-02: Interfaz intuitivay retroalimentada

Titulo Interfaz intuitiva y retroalimentada

Descripcion La aplicacion tendra una apariencia atractiva y serd facil de
utilizar y configurar. Durante su uso debe haber un minimo de
retroalimentacion para comprobar el proceso que se esta
llevando a cabo

Prioridad Baja

Tabla 4.8: RNF-02

RNF-03: Consistencia

Titulo Consistencia

Descripcion La aplicacion debe estar depurada para evitar errores, pues
esto puede ser una fuente de problemas para fases posteriores
del proyecto, asi como para investigaciones posteriores

Prioridad Alta

Tabla 4.9: RNF-03
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RNF-04: Portabilidad
Titulo Portabilidad

Descripcion Se debe poder ejecutar la aplicacion en cualquier ordenador
gue cumpla los requisitos minimos y tenga una version
compatible de Unity

Prioridad Baja

Tabla 4.10: RNF-04

4.1.2 Analisis y disefio del sistema

41.2.1 Diagrama de casos de uso

Para la definicion del diagrama de casos de uso de esta aplicacion se tendran

en cuenta 2 actores, dados por la Tabla 4.11 y la Tabla 4.12:

A-01: Usuario
Tipo Actor principal
Descripcion Persona que usa la aplicacion para el procesamiento de las
ciudades
Interaccion Directamente sobre la interfaz de la aplicacion mediante un
boton para lanzar el proceso de fragmentacion y etiquetado

Tabla 4.11: Actor usuario

A-02: Sistema
Titulo Sistema
Descripcion Sistema que de forma automatizada tras la orden ejecuta

sucesivamente todas las acciones requeridas para el
procesamiento de las ciudades

Interaccién Directamente sobre la aplicacién, los modelos y los archivos
XML

Tabla 4.12: Actor sistema

En la llustracion 4.1 se representa el diagrama de casos de uso, donde se
muestran las interacciones entre los actores y la aplicacion. Con esto se trata de

describir qué hace el sistema sin entrar en detalles técnicos de implementacion.
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Aplicacion para fragmentar y etiquetar ciudades

Fragmentar modelos
de ciudades
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\/ Previsualizar nubes
LIDAR
llustraciéon 4.1: Diagrama de casos de uso
4.1.2.2 Casos de uso

Para desarrollar los casos de uso creados, se empleara la plantilla especificada

en la Tabla 4.13:

Identificador: Titulo ‘

Titulo

Actor primario

Nombre descriptivo

Entidad que realiza el caso

Sistema

Entorno donde se realiza la accion

Nivel

Objetivo de jugador u objetivo de sistema

Precondiciéon

Condiciones que deben haberse dado con anterioridad

Flujo normal

Flujos alternativos

Secuencia de pasos comun de ejecucion del caso

Secuencia de pasos alternativa de ejecucion del caso

Tabla 4.13: Plantilla de casos de uso

Considerando el diagrama de casos de uso definido y los requisitos iniciales,

se han desarrollado los siguientes casos de uso:
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CU-01: Procesar una ciudad ‘

Titulo

Procesar una ciudad

Actor primario
Sistema

Nivel

Usuario
Aplicacion para fragmentar y etiquetar ciudades

Objetivo de usuario

Precondiciéon

La ciudad debe estar cargada en Unity y debe haberse
marcado el modelo como modificable desde el inspector
(Read/Write)

Flujo normal

1 El usuario inicia la aplicacion con el motor de Unity

2 El usuario configura los parametros de fragmentacion

3 El usuario configura los parametros de etiquetado

4 El usuario pulsa el botén central para iniciar el proceso

5 El sistema lleva a cabo una retroalimentacién para indicar que
se pulsé el boton

6 El sistema comienza el proceso de fragmentado y etiquetado

con los parametros insertados

Tabla 4.14: CU-01

CU-02: Fragmentar modelos de ciudades ‘

Titulo

Actor primario

Fragmentar modelos de ciudades

Sistema

Sistema

Aplicacion para fragmentar y etiquetar ciudades

Nivel

Objetivo de sistema

Precondiciéon

El usuario debe haber pulsado el boton de procesamiento de
la ciudad

Flujo normal

1 El sistema llama al algoritmo de fragmentado

2 El sistema genera nuevos objetos, sin etiquetar, que suponen
un subconjunto de las mallas de la ciudad original

3 El sistema muestra una retroalimentacion

Tabla 4.15: CU-02
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CU-03: Etiguetar mallas ‘

Titulo

Etiquetar mallas

Actor primario
Sistema

Nivel

Sistema
Aplicacion para fragmentar y etiquetar ciudades
Objetivo de sistema

Precondiciéon

El usuario debe haber pulsado el boton de procesamiento de
la ciudad

Flujo normal

1 El sistema llama al algoritmo de fragmentado

2 El sistema etiqueta cada malla segun la textura que tiene
asociada usando la tabla de conversion

3 El sistema asocia un material segun la textura que tiene

relacionada usando la tabla de conversion

Tabla 4.16: CU-03

Titulo

CU-04: Generar archivos para LIiDAR virtual

Generar archivos para LIiDAR virtual

Actor primario
Sistema
Nivel

Sistema
Aplicacion para fragmentar y etiquetar ciudades
Objetivo de sistema

Precondiciéon

El sistema debe haber fragmentado la ciudad y haber
etiquetado cada una de las mallas usando el conjunto de
etiquetas seleccionado por el usuario

Flujo normal

1 El sistema toma los resultados del algoritmo de fragmentacion
y etiquetado

2 El sistema genera archivos en formato FBX para cada uno de
los fragmentos de ciudad obtenidos del algoritmo de
fragmentado

3 El sistema genera archivos en formato XML segun la salida del
algoritmo de etiquetado para cada uno de los fragmentos
obtenidos

4 El sistema vuelca los archivos FBX y XML dentro de la carpeta

de salida

Tabla 4.17: CU-04
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CU-05: Previsualizar nubes LiDAR ‘

Titulo

Previsualizar nubes LIDAR

Actor primario
Sistema

Nivel

Sistema
Aplicacion para fragmentar y etiquetar ciudades
Objetivo de sistema

Precondiciéon

El sistema debe haber fragmentado la ciudad y haber
etiquetado cada una de las mallas usando el conjunto de
etiquetas seleccionado por el usuario

Flujo normal

1 El sistema inicia el proceso de simulacion LIDAR aproximada

2 El sistema lanza rayos para detectar los puntos de colisién

3 El sistema registra la posicién y el color del punto de colisién

4 El sistema muestra una retroalimentacién durante varios
segundos

5 El sistema guarda en un archivo opcional en formato CSV la

nube de puntos obtenida

Tabla 4.18: CU-05
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4.1.2.3

Disefio arquitectdnico

La llustracion 4.2 muestra el diagrama UML seguido durante el desarrollo de la

aplicacion. Si bien es cierto que pueda haber variaciones respecto al producto final

debido a la incertidumbre en ciertos aspectos, este diagrama presenta la estructura

del proyecto de forma fiel.

Aplicacion para fragmentar y etiquetar ciudades

SistemaFragmentador
Boton -gestorEtiquetado: GestorEtiquetas
—sistemaFragmentador: GameObject inicia -generadorFragmentadores: Generador Fragmentadores
—configuracion: GameObject | -configuracion: Configuracion
-listadoFragmentadores: List=GameObject>
+botonPulsado() —— — ,
T +iniciar(configuracion: Configuracion)
| -procesoFragmentacion(
| configuracion: Configuracion,
lee listadoFragmentadores: List=GameObject=
| ) IEnumerator
N
Configuracion
+ciudad: GameObject
+datasetElegido: enum contiene contiene
+totalFragmentos: int
+radio: float
+separacion: float
+uniformidad: float
+previsualizar: boal
+anguloApertura; float
+alcance: float _ GeneradorFragmentadores GestorEtiguetas
+numLaseres: int +generarFragmentadores| —conversar: Conversor
qon_ﬁguracion: C_onfiguracion [ 9 +gestionarEtiquetas(
): List<GameObject= | configuracion: Configuracion
| )
1 | |
I |
contiene | :
|
PrevisualizadorLiDAR » | (-~
|ut|||za
+generarMube( |
direccion: string, Fragmentador I |
(}:Os;frF nLgJ: racion: Configuracion hease S | :
i +visualizarFragmentador( I v
configuracion: Configuracion | utiliza
) I Caonversor
i +fragmentar( | -pathEtiguetas: string
<4 configuracion: Configuracion I -pathClaves: string
) | -pathMateriales: string
i | I +getMaterial(textura: string): string
S +getEtiquetaltextura: string): string
— o _utiiza J :ut'l' ! +traducirEtiquetal
ezl [ etigueta: string,
' ' [ dataSetNecesitado: string/int,
W N | ): string
Exportador GeneradorArchivos | +getlistaEtiquetas(
+ExportarFBX +generarArchivos| I dataSetElegido: string/int
direccion: string, direccion: string, | ): Listsstring>
fragmento: GameQbject, configuracion: Configuracion [~ — +getlistaDataSets(). List=string=
R = e 5 ) +getlistaM ateriales(): List=string=
) +getlistaTexturas(): List=string=

llustracion 4.2: UML de la aplicacion
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4.2 Desarrollo del fragmentador de ciudades

A lo largo de esta seccion se presentaran y describiran en detalle las distintas
iteraciones que se han realizado para el desarrollo de la aplicacion en Unity 3D usada

para el fragmentado de ciudades. El desarrollo cuenta con 4 partes:

e Sistema de fragmentacion: trata de, dada una ciudad de gran tamario,
seccionar o particionar la misma en fragmentos disjuntos definidos por un

radio.

e Etiquetado: se ocupa de indicar para cada malla que compone de la ciudad
cudl es su clasificaciéon dado un conjunto de etiquetas. Esto se refleja en la
generacion de un archivo que asocia mallas y etiquetas. Analogamente al
etiguetado se creara un segundo archivo para asociar a las mallas un

material.

e Previsualizador: sera una funcionalidad que ser& de utilidad para conocer
como podra ser, aproximadamente, el resultado del escaneo con un sensor

LiDAR del fragmento enviado.

e Interfaz: donde se ajusta la aplicacion, se creara un objeto de configuracion

y se facilitard dentro de lo posible su usabilidad de cara al usuario.

4.2.1 Primera iteracion: sistema de fragmentacion

Esta primera iteracion va directamente relacionada con la tarea 3.1,
anteriormente presentada y ha tenido una duracion de 2 semanas tal y como se
estimd. En concreto, ese tiempo se repartié para trabajar la primera semana en la
primera subtarea, es decir, el desarrollo del sistema de instanciacion pseudoaleatoria,
mientras que la segunda semana se destind a la creacién del objeto fragmentador, lo
gue corresponde con la segunda subtarea. El resultado de esta tarea ha sido
satisfactorio y ha devuelto, tal y como se demandaba, un prototipo funcional con
capacidad de fragmentacion de ciudades. A continuacion, se entrara en detalle y se

explicaran ambos desarrollos.
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42.1.1 Instanciacion de fragmentadores

La implementacibn de este sistema esta basada en la ubicacion
pseudoaleatoria de GameObjects, a los que llamamos fragmentadores. Dichas
ubicaciones se obtienen del lanzamiento de posiciones aleatorias sobre cada uno de
los triangulos que conforman las mallas de la carretera de la ciudad (porque sobre
ellas se colocara el sensor LIDAR), para posteriormente seleccionar un conjunto
aleatorio de dichas posiciones. Aunque de primeras la idea es muy simple, si se quiere
hacer correctamente, debe tenerse en cuenta la cantidad de puntos que se colocaran

sobre cada triangulo de los que conforman las mallas de carretera.

Reparto equitativa Reparto equilibrado
OO O O O o O O o o O
O O ©
@) O o|—>|\O O o
@ O O O
O o O
oV O O OVo ® O O

llustraciéon 4.3: Reparto democratico de puntos en funcién del area

Si nos fijamos en el esquema superior, llustracion 4.3, en el lado izquierdo
tenemos el resultado de asignar un namero de puntos fijo a cada triangulo, algo que
muestra como en zonas con poca area y muchos tridngulos hay mas puntos
generados que en areas grandes con pocos triangulos. Si por el contrario lo que se
deseamos es asignar puntos de forma democratica dentro del espacio de las
carreteras, se debe pasar del reparto anterior al que se ve en la derecha del diagrama,
donde existiendo el mismo nimero de puntos, éstos estan ubicados de manera mas

homogénea.

Esto se consigue anotando cada uno de los triangulos que pertenecian a mallas
de carretera junto con sus respectivas areas para asignarles una cantidad de puntos
acorde al espacio que ocupan. Dicha cantidad se obtiene mediante el siguiente célculo

para cada triangulo:
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areatriéngulo * punto Stotal> (4 1)

puUntoSerisnguio = Int ( ATedroras

Podemos obtener con areariangulo (&rea del triangulo en cuestion) y areaiotal
(sumatoria de todas las areas de mallas de carreteras) el peso normalizado de cada
uno de los triangulos en funcion del espacio que ocupan. Posteriormente
multiplicamos dicho peso por puntostoal (puntos a repartir en el espacio) y se trunca a
su valor entero, obteniendo el nimero de puntos a colocar aleatoriamente dentro del

triangulo estudiado.

Una vez se obtiene un listado de puntos, seleccionados de forma aleatorizada
y correctamente repartidos en el espacio de las carreteras, lo que se hace es
seleccionar unos pocos (cantidad que expresa el usuario) para que pasen a ser las
posiciones de los objetos fragmentadores. Para ello se estudian valores como las
distancias entre los puntos y la cantidad de vacio que habria si el fragmentador
generase un fragmento en la posicion indicada, algo que se hace con un algoritmo
basado en el estudio de las envolventes de las mallas de la ciudad que permite
conocer de forma aproximada la cantidad de vacio que tendra el fragmento. Con ello
se asegurara que cada fragmento a generar sea diferente, completamente o en parte
disjunto con el resto, y que no tenga zonas vacias. En la siguiente imagen, llustracion
4.4, vemos como el sistema ubica los objetos fragmentadores, representados en rojo

con trans parencia.

llustraciéon 4.4: Instanciacion pseudoaleatoria de fragmentadores
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42.1.2 Objeto fragmentador

Durante este apartado se ha estado nombrando al objeto fragmentador, y lo
cierto es que es la clave para la generacion de fragmentos de ciudades. La forma de
configuracion de este objeto ha ido cambiando a lo largo del proyecto, mejorandose y
facilitandose para el usuario, por lo que se detallara en el apartado de configuracion
para ver los parametros finales a destacar. El funcionamiento del fragmentador se
basa en la deteccion recursiva de todas las cajas envolventes existentes para
comprobar si estas pertenecen completamente o parcialmente a la esfera de alcance

definida por el radio especificado.

Una pregunta comun acerca de este mecanismo seria que por qué no se
utilizan los colisionadores de Unity. La respuesta viene de la mano del objetivo de la
busqueda de la eficiencia. Dar a todos los objetos el componente de colision
provocaria que la aplicacion redujese su velocidad. Evitando tomar colisionadores, 1o
que se ha utilizado es la envolvente que por defecto tienen todos los objetos en Unity.
Comprobando su envolvente se obtienen 8 puntos que definen el hexaedro, y con
ellos podemos asegurar que un objeto esta dentro del alcance si se cumple al menos

una de estas condiciones, evaluadas en este orden:

1. Su caja envolvente tiene algun vértice a menor o igual distancia que la

definida por el rango de deteccion

2. Su caja envolvente tiene un punto perteneciente a alguna arista que se

encuentra en colision con la esfera que se define por el rango de deteccion.

En cuanto a estos condicionales podemos decir que el primero es trivial, sin
embargo, el segundo es algo mas complejo. Por suerte, Unity permite hacer raycasting
a bajo coste, por lo que aprovechando que la esfera de visualizacion roja si que tiene
colisionador, se lanzaran rayos en busqueda de colisiones. Estos rayos viajaran entre
los puntos que definen las aristas de las envolventes, devolviendo un punto en caso
de colisionar con la esfera o nulo en caso contrario. De esta forma sabemos gracias a
la envolvente si los objetos pertenecen o no al fragmento definido por un radio, dando

resultados como el siguiente.
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llustracién 4.5: Fragmento de ciudad

4.2.1.3 Pruebas
A continuacion, se van a mostrar los resultados de los test realizados para el

sistema de fragmentacion.

T-01 Test de instanciacion de fragmentadores

Objetivo Las ubicaciones que devuelve el sistema para la generacion
de fragmentos son correctas, dando a cada area el peso
correspondiente para la posterior instanciacion

Resultado El sistema respeta la ubicacion de los fragmentos siguiendo la
configuraciéon y condiciones de los parametros sin problema

Observaciones Si la ciudad completa es pequefia, o0 el nimero de puntos
demandados muy grande, el sistema no suele conseguir
generar la cantidad de fragmentos que se le solicitan

Tabla 4.19: T-01

T-02 Test de fragmentacién

Objetivo Los fragmentadores son capaces de detectar las envolventes
de los objetos de la ciudad, diferenciando aquellas que estan
dentro y fuera del rango de deteccién

Resultado El fragmentador consigue con éxito delimitar cuales son los
objetos pertenecientes al fragmento segun la configuracion

Observaciones Si el interior del fragmento tiene “lagunas vacias”, es decir,
huecos que no estan pegados al limite del fragmento, cabe la
posibilidad de que, por el funcionamiento interno que tiene no
se detecten

Tabla 4.20: T-02
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4.2.2 Segunda iteracion: generacion de archivos y etiquetado

Esta segunda iteracion esta directamente vinculada con la tarea 3.2,
previamente mencionada, y ha tenido una duracion de dos semanas, como estaba
previsto. En detalle, podemos decir que el tiempo se distribuy6 de la siguiente manera:
durante la primera semana se trabajé en la primera subtarea, que consistia en el
desarrollo de un sistema para la gestion y la conversién entre diferentes conjuntos de
etiquetas, mientras que la segunda semana se dedic6 a la codificacidon de la funcién
para generar archivos XML legibles para el sensor LIDAR virtual. El resultado de esta
tarea ha sido satisfactorio y ha devuelto un prototipo funcional con capacidad de
fragmentacion y etiquetado de ciudades. A continuacién, se explicaran ambos

desarrollos en detalle.

42.2.1 Gestidon y conversion del etiquetado

El LIDAR virtual requiere que los objetos estén clasificados. Para esto se disefio
y se crearon varias tablas de conversién para etiquetar los objetos y traducir dicho
etiquetado entre diferentes datasets. De esta manera, se podra configurar el sistema
para que etiquete diferentemente los objetos de las ciudades segun si el conjunto de
etiquetas es el utilizado en los conjuntos LAS [47], Toronto-3D, Semantic3D y
Semantic KITTI (conjuntos de etiquetas disponibles desde sus paginas oficiales),
incluyendo ademas un nuevo conjunto de etiquetas propias (el mas especifico de

todos). Concretamente se necesitaron 3 tablas:

e TABLA CLAVES: tabla que asocia el nombre de las texturas de los objetos
con el conjunto de etiquetas propio. La clave es el nombre de la texturay el
valor es la etiqueta correspondiente (dataset propio). En la llustracion 4.6 se

puede ver un fragmento de la tabla.

e TABLA _CONVERSION_MATERIALES: tabla que asocia el nombre de las
texturas de los objetos con el nombre del material. La clave es el nombre de
la texturay el valor el material. En la llustracion 4.7 se puede ver un fragmento

de la tabla.
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CLAVE_MATERIAL ETIQUETAS_PROPIAS CLAVE_MATERIAL ETIQUETAS_PROPIAS
AcerSaccharum VegetacionAlta AcerSaccharum WOOD
AiphanesHorrida VegetacionAlta AiphanesHorrida WO0OoD
asphalt Carretera asphalt STONE
Asphalt003_2K_Color Carretera Asphalt003_2K_Color STONE
Asphalt003_2K_white_Color MarcaVial Asphalt003_2K_white_Color STONE
Asphalt003_2K_yellow_Color MarcaVial Asphalt003_2K_vyellow Color STONE
audi Coche audi ALUMINIUM
bench Banco bench WOOoD

llustracién 4.6: Tabla de claves llustracion 4.7: Tabla de materiales

e TABLA CONVERSION_ETIQUETAS: tabla que traduce del conjunto de
etiquetas propias a otro conjunto de etiquetas. La clave es la etiqueta propia
correspondiente, y el valor es, en funcién del dataset seleccionado, la
traduccion de la etiqueta del dataset propio al dataset elegido. Como nota
adicional, es importante mencionar que cada etiqueta también tiene un
conjunto numérico asociado. Esta tabla luce similar a como se ve en la

llustracion 4.8.

CLAVE_ETIQUETAS ETIQUETAS_PROPIAS Num_ET Estandar_LAS Num_Es Semantic3D Num_Se SemanticKITTI Num_Se Toronto_3D Num_Toronto_3D
1D ETIQUETAS_PROPIAS Num_ET Estandar_LAS Num_Es Semantic3D Num_Se SemanticKITTI Num_Se Toronto_3D Num_Toronto_3D
Acera Acera 0 GROUND 2 hard scape 6 sidewalk 48 Road 1
Agua Agua 1 WATER 9 natural terrain 2 other-ground 49 Natural 3
Autobus Autobus 2 NOISE 7 cars 8 other-vehicle 20 Car 7
Banco Banco 3 BUILDING 6 scanning artefacts 7 other-object 99 unclassified 0
Cable Cable 4 WIRE_CONDUCTOR 14 scanning artefacts 7 other-object 99 Utility line S
Carretera Carretera 5 ROAD_SURFACE 11 man-made terrain 1 road 40 Road 1
Ciclista Ciclista 6 NOISE 7 cars 8 bicyclist 31 Car 7

llustracion 4.8: Tabla de conversidn de etiquetas

Estas tablas se interconectan entre ellas para que, dada una textura de entrada,
se relacione con la etiqgueta y material correspondiente. Por ejemplo, y siguiendo el
esquema de la llustracion 4.9, si uno de los objetos de la ciudad es un tronco de arbol,
en primer lugar, se comprobaria la textura que le da color desde las propiedades. Una
vez conocida la textura (text_trunk _002), esta se toma como clave de las tablas de
etiquetas y materiales, comprobando respectivamente cual es su etiqueta por defecto
y su material. Si se deseara utilizar como referencia el etiquetado de Toronto-3D, la
etiqueta deberia traducirse a una etiqueta de dicho dataset. De esta manera, habiendo
tomado como entrada un trozo que correspondia a una parte de un arbol de la ciudad,
se ha conseguido una salida con la etiqueta de Toronto-3D (Natural) y el material
(Wood).
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TAB. ETIQUETAS

[ 1D (textura) ]

\ Valor (etiqueta) \

tex_car_015 H Coche

tex_trunk_002

I tex_trunk_002 H Vegetacion_B |-—L|
| tex_person_009 H Persona | -‘

TAB. CONVERSION ETIQUETAS

[1D (etiqueta) |

[ valor(tas) | [Valor (SemkKitt) | [ Valor (Torento) |

Tierra H Terrain H

GROUND H

Natural

Semaforo H CREATED H Traffic Sign H

Pole

Vegetacion_B HH\GI‘LVEGETATIDNH High vetetation H

Natural

TAB. CONVERSION MATERIAL

[ D (textura) | [ Valor (etiqueta) |

tex_car_015 H Metal

Wood

I tex_trunk_002 H
| Other

tex_person_009 H

=)

Label Material

[ Natural | [ wWood

OUTPUT

llustracién 4.9: Proceso de etiquetado de mallas

Es importante comentar que el sistema se hizo de manera que posteriormente
fuese facil ampliar estas tablas siguiendo la documentacion que acompafa a las

mismas, junto con la informacién encontrada en este documento.

4.2.2.2 Generacion de archivos XML para LiDAR virtual

La gestion de etiquetado presentada se consigue gracias a la ejecucion del
cbdigo del fragmentador. Tras ese proceso se prosigue con el etiquetado interno en
Unity, y luego se lleva a cabo la creacion de un conjunto de archivos necesarios para
el LIDAR virtual que refleje dicha informacién. Estos archivos seguiran el formato XML,
lenguaje de marcado que permite presentar la informacion de una manera
estandarizada, relacionando texturas con materiales y etiquetas. El formato seguido
es el siguiente para el archivo de etiquetado LAS en XML, siendo similar para los

demas archivos.

1. <scene>
2 <l-- ASPRS classes are listed below : -->
3 <!-- GROUND, NOISE, BUILDING, ROAD_SURFACE, CREATED, -->
4 <!-- HIGH_VEGETATION, LOW_VEGETATION, UNCLASSIFIED -->
5 <!-- ASPRS class Naming of objects affected by ASPRS classes -->
6
7 <label key="GROUND">
8 <name>
9. curb
10. </name>
11 </label>
12 <label key="ROAD_SURFACE">
13 <name>
14 Asphalt_
15. </name>
16. <name>
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17. Road_white_Color

18. </name>

19. </label>

20.

21.

22.

23. <label key="UNCLASSIFIED">

24. </label>

26. </scene>

Noétese que se esta asociando patrones de texto en lugar del nombre completo
de las texturas. Por ejemplo, las texturas “Asphalt_001”, “Asphalt_002” vy
“Asphalt_003” vienen representadas por “Asphalt_”. Esto es util para reducir espacio
y aumentar la velocidad de procesamiento del archivo. Por supuesto esta solucion
esta adaptada al LIDAR que se utilizara dentro de esta investigacion, y en caso de

utilizar otro sensor habria que prepararlo para ser capaz de procesar este formato.

4223 Pruebas

A continuacién, se muestran test realizados para el sistema de etiquetado.

T-03 Test de gestion de la traduccién ‘

Objetivo Todo objeto se etiqueta correctamente y se permite traducir la
etiqueta a cualquier otro conjunto

Resultado El sistema etiqueta y es capaz de traducir las etiquetas entre
diferentes conjuntos con éxito

Observaciones Las traducciones solo pueden hacerse de un conjunto
especifico hacia otro conjunto mas general. Si el conjunto de
origen es menos especifico que el de destino, una etigueta
podria traducirse de varias maneras, produciendo errores

Tabla 4.21: T-03

T-04 Test de gestion de materiales

Objetivo Se asocia a todo objeto un material haciendo uso de la tabla
de materiales

Resultado Todos los objetos son asociados correctamente a un material

Observaciones

Tabla 4.22: T-04
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4.2.3 Terceraiteracion: previsualizador de nubes LiDAR e interfaz

Se trata de la Ultima iteracion, relacionada con la tarea 3.3, cuya duracién fue
de 1 semana, algo que equivale a la estimacion inicial. En ese tiempo se desarrollo
principalmente funcionalidades de ayuda para el usuario, mejorando la interfaz y su
configuracién, pero sobre todo introduciendo la opcion de previsualizacion LIiDAR. El
resultado de esta tarea ha sido satisfactorio y ha devuelto, tal y como se demandaba,
la aplicacion completamente funcional. A continuacion, se entrara en detalle y se

explicaran ambos desarrollos.

4.2.3.1 Obtencion de nubes de previsualizacion

La obtencion de nubes de previsualizacion fue una funcionalidad que se
introdujo con el objeto PrevisualizadorLiDAR como una herramienta adicional para
saber aproximadamente como se veria la nube que devolveria el LIDAR virtual. De
esta forma, podrian detectarse posibles errores antes de utilizar el sensor. Sabiendo
esto, y como es de esperar, este mecanismo no simula un sensor LIDAR como tal, por
lo que no ha de esperarse dicho comportamiento. Si se desea simular un LIDAR

debera utilizarse un simulador correctamente disefiado.

Para la generacion de estas nubes de puntos, el objeto fragmentador permite
activar una opcion para reproducir la emisién de rayos de un LiDAR. Si esta
funcionalidad est& activada se llama a una funcion que lanza Y rayos por cada una de

las X capas, de forma que:

e Xindica cuantas divisiones se realizan en el plano horizontal para abarcar los
360° de vision. Por ejemplo, si tenemos el valor 40 para X, significa que se

lanzaran rafagas de rayos en vertical separadas cada 9°.

e Y indica cuantos rayos se envian en cada rafaga vertical. Por ejemplo, si
tenemos una Y de valor 20, quiere decir que por cada rafaga se envian 20

rayos.

Asi si lanzasemos una ejecucion con X = 40 e Y = 20, la simulacion estaria

constituida por 800 rayos dando una nube etiquetada de hasta ese numero de puntos
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en funcion de la cantidad de colisiones. El objeto previsualizador también permite un

minimo de configuracion, tal como lo es el angulo de apertura o el rango de deteccion.

llustracion 4.10: Funcionamiento del previsualizador LiDAR

En la llustraciéon 4.10 se ve cémo funciona el sistema con la configuracion
comentada y teniendo un angulo de apertura de 50 grados y 120 de rango de
deteccion. Obsérvese que los rayos se muestran coloreados para mayor facilidad de
depuracién, siendo visibles desde la escena durante unos segundos: en verde si
colisionan, y en rojo en caso contrario. Como era de esperar, cuanto mayor es el
namero de rayos, mayor es la densidad de la nube de puntos, aunque no se ha
elevado demasiado para no complicar la explicacion. El formato en el que se devuelve

la nube de puntos es CSV, de forma que cada linea del archivo es un punto.

4.2.3.2 Interfaz de la aplicacion

La interfaz de usuario ha sido un punto en el que se ha ahorrado algo de tiempo.
Tiene la interfaz necesaria para hacer todo lo requerido, asi como un objeto para
encapsular toda la configuracion, pero visualmente no tiene gran impacto. Esto es asi
porque el objetivo principal de este proyecto no es hacer esta aplicacion, sino que esta

es solo un eslabén necesario para la investigacion posterior con redes neuronales.

Esta interfaz consta de un solo botén, incluido dentro del canvas de la escena

para iniciar el proceso de fragmentacion. Dicho botdn inicia el proceso aplicando la
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configuracion del objeto configurador, un objeto modificable desde el inspector que ha
sido creado para encapsular toda la informacion necesaria. En la llustracion 4.11

puede verse la interfaz desarrollada.

- T e —

Bl GENERAR 5
M FRAGMENTOS

"

llustracion 4.11: Interfaz de la aplicacion

En cuanto a la configuracién permitida, el objeto responsable incorpora una

serie de parametros modificables desde el inspector:

Ciudad: se le debe pasar un GameObject que contenga el objeto a

fragmentar.

e Dataset Elegido: es un desplegable que permite seleccionar el conjunto de
etiquetas que se utilizara para nombrar a cada elemento.

e Total Puntos: es el niumero de instancias de fragmentadores que se pueden
generar como maximo. Cabe destacar que por temas de eficiencia, el
algoritmo no asegura que se cree en todos los casos el numero demandado

de fragmentadores.

e Capa: sera el tipo de etiqueta que debe tener asociada cualquier malla que
esté en evaluacién para ubicar sobre ella objetos fragmentadores. Por
defecto es “Carretera”, pero puede tomarse otra etiqueta siempre que se

nombre igual que en el conjunto de etiquetas propias.

e Radio Fragmento: define una esfera que sera utilizada para posteriormente

generar el fragmento, marcando asi sus limites.
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e Incremento Altura: permite dar un pequefio desfase sobre el eje Y en la
ubicacion de los fragmentadores, siendo este un valor entre el maximo vy el

minimo solicitado.

e Distancia Separacion: es la distancia minima que debe haber entre el centro

de cada fragmento generado.

e Uniformidad Fragmentos: indica la cantidad de espacio vacio que puede
haber dentro de cada fragmento. Si el valor es cercano a 1 se tratara de evitar
gue el centro de los fragmentos se genere demasiado cerca de los bordes de
la ciudad, evitando crearlos con vacio proveniente de esa causa. Si por el
contrario el valor es cercano a 0, se permitira instanciar los generadores en
cualquier punto de la ciudad, independientemente de su cercania con el
borde.

e Generar Previsualizacion: es un booleano que si se verifica se activa la
funcionalidad de previsualizacion y genera posibles nubes de puntos. Por

defecto se encuentra desactivada la opcién porque ralentiza el proceso.

e Angulo Apertura: es el angulo del abanico de emisién de rayos en vertical,

partiendo desde el centro del fragmentador.

e Distancia Maxima: es el rango maximo de deteccion de colisiones para los

rayos emitidos.

e Numero Laseres X: cantidad de rafagas emitidas en el plano horizontal para

abarcar los 360° de vision.

e Numero Laseres Y: cantidad de laseres lanzados en vertical por rafaga para

cubrir el espacio del abanico generado por el angulo de apertura.
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4233 Pruebas

A continuacion, se van a mostrar los resultados de los test realizados para el

sistema de previsualizacion y la interfaz de usuario.

T-05 Test de correspondencia entre previsualizacion y fragmento

Objetivo Las nubes generadas muestran de forma fiel el fragmento en
forma de nubes de puntos, respetando colores, posiciones de
puntos y etiquetado

Resultado La previsualizacion etiqueta correctamente, respeta colores y
las posiciones se corresponden con las colisiones de los rayos
simulados

Observaciones

Tabla 4.23: T-05

T-06 Test de archivos del previsualizador \

Objetivo Los archivos son legibles y tienen un formato que permite su
visualizacion facilmente con algun software

Resultado Los archivos generados pueden leerse desde programas como
MeshLab y muestran la informacion correctamente

Observaciones Debe ajustarse desde el programa de visualizacion el rango
RGB para que los colores se muestren correctamente

Tabla 4.24: T-06

T-07 Test de funcionamiento de la interfaz ‘

Objetivo La interfaz funciona correctamente y permite configurar todo el
sistema de manera manejable

Resultado El boton principal funciona perfectamente y su configuracion
desde el inspector de Unity es muy intuitiva

Observaciones Se puede pulsar el botdbn mas de una vez sin que haya fallos de
ningun tipo

En funcién del tamafo de la ciudad a fragmentar, en ocasiones
la interfaz tarda en mostrar retroalimentacion debido a los
célculos que se hacen entre los frames anteriores y posteriores
a la retroalimentacion

Tabla 4.25: T-07
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5 EXPERIMENTACION CON REDES NEURONALES

En esta segunda etapa del proyecto, lejos de lo que hemos visto hasta el
momento con el desarrollo de una aplicacion (seccién 4 Generador de fragmentos de
ciudades) nos centraremos en un proceso completamente experimental. Para ello, se
ha seguido la conocida metodologia Knowledge Discovery in Databases (KDD), la cual

consta de las siguientes fases, que se detallaran en los préximos subapartados:

e Recopilaciéon de datos
e Preprocesamiento y transformacion de datos
e Mineria de datos

e Evaluacion e interpretacion

5.1 Recopilacion de datos

La recopilacion de datos se divide en la recopilaciéon de datos reales y en la

elaboraciéon de datos sintéticos.

5.1.1 Conjunto de datos reales

Los conjuntos de nubes de puntos de entornos urbanos reales fue la tarea de
recoleccién de datos mas facil y rapida, pues en Internet existen multiples opciones,
tal y como ya se ha visto a lo largo del apartado 2 (Antecedentes y estado del arte).
Aunque en un inicio se planteaba utilizar los conjuntos de Semantic3D, Semantic
KITTI y Toronto-3D, lo cierto es que las limitaciones temporales no permitieron
hacerlo. Es por ello que, en busqueda de hacer un estudio de maxima calidad dado el
contexto, se decidio reducir el nUmero de conjuntos reales para utilizar UGnicamente el

conjunto de datos Toronto-3D, algo que se obtiene desde la pagina oficial.

5.1.2 Conjunto de datos sintéticos

La recopilacion de datos sintéticos fue algo mas trabajoso debido a que en gran
parte es el interés del proyecto. Para obtener dicho conjunto se hicieron 3 tareas: la
generacién de ciudades, el fragmentado con etiquetado de ciudades y la obtencién de

nubes de puntos a partir de un LiDAR virtual.
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5.1.2.1 Generacion de ciudades mediante reglas

Para la creacion de ciudades se ha utilizado el software de CityEngine,
presentado en el apartado 3.4.1.2 (ArcGIS CityEngine). Usar esta aplicaciéon es algo
complicado y que, pese a ser una herramienta muy potente, tiene una curva de
aprendizaje notable. A continuacion, se va a mostrar los pasos a seguir para generar
una ciudad bésica, aunque como es de esperar, estas se pueden personalizar mucho

incluyendo mas reglas.

El primer paso ser& dirigirnos a File>New y crear una ciudad mediante la
opcion “City Wizard” (llustracién 5.1). Desde ahi se solicitara informacién basica como
el nombre de la ciudad, las dimensiones de la misma, altura maxima y varias

direcciones donde estan los mapas de altura, textura y obstaculos (llustracién 5.2).

0 New o x ° 0ox
Terrain

Select a wizard : Setup the termain of your city. %

The global appearance of your city can be easily controlled by maps which are called map layers in CityEngine.
This step creates map layers based on the selected images below.

i The heightmap is a grayscale image encoding the elevation of the terrain which optionally can be be textured.
Wizards: Obstacle maps are used to limit street generation (streets will avoid dark areas).

type filter text

Scene Name [ Ciudad |

w = General

o
7 Folder Dimension [ 100000 |

9 Untitled Text File Maximum Height | 400.0 |

~ [= CityEngine Heightmap | C\Users\UIA\AppData\Local\Temp\ce_map_examplesizurich_heightmap_10x10km.png | | Browse...
«% CGA Rule File Texture | cUsers\usAVAppData\Local\Temp\ce_map_examplesizurich_texture_1010km.png | | Browse..

g CityEngine Project Obstacle [ C\Users\UIA\AppDate\Local\ Temph ce_map_examplestzurich_obstacle_10x 10km.png | | Browse...

= CityEngine Scene

= City Wizard

4| Visual CGA Design
w (= Python

[F] Python Module

< Back Finish Cancel <ok Nets Conce
llustracién 5.1: Crear proyecto CityEngine llustracién 5.2: Configurar proyecto

Tras estas configuraciones, CityEngine pide que se seleccione un tipo de puerto
carretero (llustracion 5.3). Existen multiples posibilidades, pero para este ejemplo se
elegira el modelo de carreteras de Paris, un modelo radial. Posteriormente se nos
pregunta sobre el tipo de ciudad que buscamos. Esto aplicara una serie de reglas por
defecto que mas tarde se podran sustituir o modificar. En este caso se dejara el
conjunto “International City” (llustraciéon 5.4). Hecho esto, se le da al botdn para

finalizar y tras varios segundos debera mostrarse la ciudad generada.
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CityEngine includes powerful tools for editing street networks and automatic street growing. Below is a selection The full power of procedural modeling is unleashed with CGA rules. Rules generate models from shapes: these
of grow templates that you can directly apply and which wil create a graph layer. Alternatively, a graph layer can can be manipulated interactively in the Inspector. The following templates wil create low-poly models. For more
be imported from real-world sources such as Openstreetap. sophisticated rules, please download our examples and tutorial projects.

City Size Small (recommended for notebook) v
layor
C'Y"m e O International City
O aul 7 ke
ic

w S
i m e
i - e

Welcome to the world of procedural modeling!

<Back Next> Finsh Cancel < Back Next Cancel
llustracion 5.3: Puerto carretero llustracién 5.4: Reglas iniciales de
generacion

Una vez cargada la ciudad, debe verse una interfaz similar a la de la llustraciéon
5.5, que como se observa, recuerda a la usada en otros programas como Unity o
Blender. En ella tenemos una zona para ver los elementos de la escena (arriba a la
izquierda), otra zona para poder ver los archivos y la jerarquia de carpetas (abajo a la
izquierda), un espacio central que muestra la escena con la ciudad, y una ultima zona
reservada para el inspector (lado derecho), que es utilizada para configurar las reglas

utilizadas.

llustracion 5.5: Interfaz de CityEngine

Sin embargo, como podemos apreciar aun no hay nada mas que un puerto
carretero. Esto es porque se tiene que construir la ciudad. Para ello deberan incluirse

en el proyecto las reglas que se desean utilizar y posteriormente darle al boton
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marcado en la llustracion 5.5. Una vez hecho esto, la ciudad cambia su apariencia y
obtiene un posible resultado final, proceso visible y comparable entre la llustracion 5.6
y la llustracion 5.7, donde se ha pasado automaticamente del puerto carretero

esquematizado a la ciudad detallada.

llustracién 5.6: Ciudad sin construir llustracién 5.7: Ciudad construida

El conjunto de reglas que se definen es muy interesante porque cambiando
estas se pueden obtener resultados muy diversos como los que se muestran a
continuacion en la llustracion 5.8. Algunas de esas ciudades se crearon con conjuntos
de reglas propuestos por archivos de ejemplo (aunque por desgracia no se han podido
usar todos por problemas con Unity), mientras que otros han sido tomados de Internet

y adaptados.

llustracion 5.8: Ciudades generadas con CityEngine
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5.1.2.2 Fragmentado y etiquetado de ciudades

Para la construccion de los fragmentos de ciudades etiquetados ha de
exportarse el modelo de la ciudad e incluirlo dentro de la escena de Unity, activando
desde el inspector para todas las mallas que lo compongan la opcién de lectura y
escritura (tic Read/Write activo). Cabe recordar en este apartado que Unity tiene
problemas para la identificacién de mallas cuando hay demasiados objetos dentro del
proyecto, por lo que, si la ciudad no se esta usando en el momento, lo correcto es
enviarla a la carpeta “Fragmentador de ciudades\Assets\CiudadesCompletas\Otras
ciudades~” (invisible desde Unity), y en caso de estar usandose, pasarla a la carpeta
anterior “Fragmentador de ciudades\Assets\CiudadesCompletas”. Hecho esto, debera
revisarse si todas las texturas estan registradas dentro de las tablas de etiquetas y de
materiales, algo que se hace automaticamente y es avisado por consola. En caso de
no estar alguna textura o patrén registrado, deberd afiadirse en ambas tablas, pues
de no ser asi fallara. El objeto u objetos que compongan la ciudad deben incluirse de
manera que sean objetos hijos del objeto “Ciudad”, conectado con el objeto que
permite la configuracion del sistema, el objeto “Configuracion”. Finalmente, y tras
configurar los parametros deseados, habria que iniciar la aplicaciéon en Unity para
pulsar el Gnico boton de la interfaz e iniciar el proceso. Cabe mencionar que los
parametros configurables se explicaron anteriormente, por lo que se recomienda
haber leido el capitulo 4 (Generador de fragmentos de ciudades). Consecuentemente,
tras varios segundos, encontraremos los fragmentos etiquetados dentro de la carpeta

“Fragmentador de ciudades\Assets\FragmentosGenerados~".

Los fragmentos deberian lucir de manera similar a como se muestra en la
llustracién 5.9, y en caso de tener activada la opcién de previsualizacion de nube de

puntos, deberia adjuntar ademas una nube similar a la de la llustracion 5.10.
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llustracién 5.9: Fragmento de ciudad llustracién 5.10: Previsualizacion de nube
LiDAR
5.1.2.3 Obtencion de nubes de puntos con LiDAR virtual

Hasta este punto hemos conseguido crear una ciudad, fragmentarla y
etiquetarla. Ahora lo que se requiere es de la obtencién de la nube de puntos con un
LIDAR virtual que refleje o simule fielmente el funcionamiento de un sensor real para
enviarselo a la red neuronal. Dicho proceso se puede resumir con el esquema de la
llustracion 5.11, que se trata de un fragmento del esquema mostrado en el apartado

3.12 (Vision general del proyecto).

CityEngine g i T i ghm] o dil
| ]| Rl S
Generacion procedural Fragmentacion y etiquetado de
de ciudades las ciudades procedurales

llustracién 5.11: Ubicacion actual dentro del flujo del proyecto

Dataset Red

sintético neuronal

o~ ‘
Procesamienlok

Registro de nubes sintéticas
y creacion del dataset transformacion - .
o = L

1

LiDAR Sintético

Para esta tarea se ha utilizado un sensor sintético previamente citado [48].
Dicho sensor tiene un funcionamiento donde en primer lugar, se adjuntan etiquetas
semanticas y materiales de una base de datos BRDF a objetos de escenas estaticas
y procedurales. Luego, y haciendo referencia a la llustracion 5.12, un sistema LIiDAR
virtual recrea la simulacion con 1) especificaciones de escaneo, 2) desde una
plataforma y 3) siguiendo una ruta o colocado en una ubicacion estatica. Dicha

simulacion se divide en dos etapas: generacion del haz y solucionador de tiempo de
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vuelo (ToF). En la dltima etapa, se adjuntan la intensidad y otros atributos relevantes
a los puntos 3D. Para mas informacion se recomienda revisar el articulo “Enhancing

LIDAR point cloud generation with BRDF-based appearance modelling”.

Input data Simulation

H
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] 1 ' 1 1
I i '
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ToF solver

llustracién 5.12: Funcionamiento del LiDAR virtual [48]
(Enhancing LiDAR point cloud generation with BRDF-based appearance modelling)

De esta manera se le pasaron a este sensor los fragmentos procedurales junto
con XMLs que relacionaban las etiquetas con los objetos, y a partir de ello se
obtuvieron las nubes de puntos como salida del sensor. Estas nubes en bruto y en
formato PLY son el resultado de la tarea, estando listas para su tratamiento y posterior
insercion dentro la red neuronal. Cabe destacar que el simulador LIDAR es
configurable, por lo que se aproveché para ajustarlo con la idea de que este tuviese
el mismo comportamiento que el LIDAR usado durante la toma de nubes de puntos

del conjunto de datos Toronto-3D.

5.2 Preprocesamiento y transformacion de los datos

Se parte de la posesion de 2 conjuntos de datos, Toronto-3D y Synthetic Cloud
3D (reales y sintéticos respectivamente). El problema de estos datos es que no se
pueden utilizar directamente por multiples factores. Primeramente, algunos archivos
son tan grandes como para que cualquier ordenador del laboratorio se quede sin
memoria VRAM (Video Random Access Memory) durante el entrenamiento. El
segundo de los inconvenientes es que los datasets se etiquetan con conjuntos de
etiquetas diferentes, algo que obligara a adaptar el etiquetado de Synthetic Cloud 3D
para que utilice el de Toronto-3D. En tercer lugar, ambos conjuntos de nubes nos dan
las nubes en formatos distintos que ademas no son soportados, por lo que hay que
traducirlos a un formato comun que si que soporte el proyecto, el formato NPY

(formato binario estandar de NumPy). Sumado a esto esta la diferencia entre la
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cantidad de informacidon que nos ofrecen ambos datasets y la informacion que
realmente es necesaria. Posteriormente hay que tener en cuenta la posicion de las
nubes, es decir, si se encuentran centradas, pues de no ser asi puede haber
problemas con el proceso de aprendizaje y el truncado de posiciones muy alejadas.
También debe considerarse si los conjuntos tienen el mismo sistema de coordenadas,
algo que no sucede inicialmente porque en los datos de Toronto-3D se encuentran los
ejes Y/Z invertidos frente a los datos de Synthetic Cloud 3D. A esta serie de problemas

se les pueden sumar otros como por ejemplo la eliminacion de puntos repetidos.

En vista de lo comentado, el preprocesamiento de los datos es algo necesario
y se ha creado un programa en Python para esta preparacion de los datos. A
continuacion, se describiran todas las acciones llevadas a cabo dentro del programa
acompafadas de su correspondiente comando en caso de haberlo. Dicho programa

se puede encontrar en la direccion:

“‘RepSurflsegmentation\convert2npy\convert_all_to_npy.py”.

5.2.1 Integracion y adaptacion a la arquitectura

Para comenzar la integracion de los datos, estos deben acomodarse a la
arquitectura del proyecto RepSurf. Este proyecto usa formato NPY, pero nosotros
tenemos datos en formatos PLY. Para hacer la lectura de los archivos de etiquetas
se usa la libreria pandas, mientras que para la lectura de archivos PLY se toma la
libreria plyfile. Haciendo uso de ellas, el codigo para la lectura del PLY, simplificado a
lo esencial, es el siguiente para el LIDAR virtual (para el PLY de Toronto-3D habria

cambios minimos manejados con un condicional).

1. # Lee de forma personalizada el PLY pasado.

2. def leer_PLY(PLY_path):

3. # Lectura del PLY y deteccién de la naturaleza del archivo
4. PLY data = PLYData.read(PLY_path)

5 vertices = PLY_data[ 'LiDAR'].data

6 # Lectura de la posicioén tomando x, y, z del PLY

7 x = vertices['x"']

8. y = vertices['y']

9. z = vertices['z']
10. # Lectura del color y de la clase
11. semanticG_vertices[ 'semanticGroup_red']
12. semanticG_green = vertices['semanticGroup_green']
13. semanticG_blue = vertices|['semanticGroup_blue']
14. # Lectura de la clase del punto del PLY
15. semanticGroup = vertices|['semanticGroup']
16. return x, y, z, semanticG_red, semanticG_green, semanticG_blue, semanticG
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Para la posterior conversion y guardado en formato NPY se ha utilizado la
libreria numpy. Para mayor facilidad de depuracion, se devuelve el archivo en formato

NPY y en TXT. En el codigo del programa las lineas responsables son las siguientes:

1. # Permite exportar un archivo a formato NPY dados los valores xyzrgbl

2. def exportar_NPY(out_path, x, y, z, r, g, b, labels):

3. data = np.column_stack((x, y, z, r, g, b, labels))

4 np.save(out_path + 'NPY', data)

5 np.saveTXT(out_path + 'TXT', data, fmt='%f %f %f %d %d %d %d', delimiter=" ")

Este proceso se hace automaticamente siempre, y dentro de él se traducen las
etiquetas propias de Synthetic Cloud 3D al conjunto de Toronto-3D gracias a las tablas
de conversidn que se crearon para ese fin, explicadas en el capitulo 4 (Generador de
fragmentos de ciudades). Cabe destacar que solo se puede convertir una etigueta
propia a etigueta de un dataset concreto, pero no al revés. Esto es asi porque para
cada etiqueta propia existe una unica correspondencia en el conjunto de etiquetas
concreto (por ejemplo el de Toronto-3D), pero eso no sucede al contrario, en otras
palabras, con la traduccion se lleva a cabo una generalizacion de las etiquetas propias

gue son muy especificas. Esto se maneja con los siguientes argumentos:

e -labels_in: aqui se indica el conjunto de etiquetas de la nube de entrada
(debe coincidir el nombre con el de la columna numérica de la tabla de
conversion TABLA _CONVERSION_ETIQUETAS). Por ejemplo:
Num_Estandar_LAS.

e --labels_out: aqui se indica el conjunto (numérico) de etiquetas de la nube de
salida (debe coincidir el nombre con el de la columna numérica de la tabla de
conversiéon TABLA_CONVERSION_ETIQUETAS). Por ejemplo:
Num_Toronto_3D.

Aun habiendo arreglado esto, los datos tienen una forma de representacion aun
incorrecta. Concretamente los datos se deben centrar, algo conseguido reubicando el

centroide de la ciudad, desarrollado y funcional mediante el argumento --center.
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1. # Si se requiere de la nube centrada

2. if center:

# Calculamos el centroide para centrar la nube

centroide_x = int(np.mean(x))

centroide_y = int(np.mean(y))

centroide_z = int(np.mean(z))

# Restamos el centroide a cada punto y asignamos el nuevo valor de los puntos

O VWoONOOUVh~W

y -= centroide_y
z -= centroide_z

Igualmente, los datos deben pasar al mismo sistema de coordenadas, para lo
cual se requiere de invertir los ejes Y/Z del conjunto de Toronto-3D con el comando

--flip. Internamente, el cédigo luce asi:

1. # Invertimos ejes
2. if(flip_axis):
3. data[:, [1, 2]] = data[:, [2, 1]]

5.2.2 Limpieza de los datos

En esta fase se eliminaron los archivos que se consideraron potenciales
archivos problematicos. Para ello, manualmente se repasé cada uno de los archivos
para comprobar si contenian algun tipo de error, quitando archivos defectuosos que
no incluian aceras o los vehiculos no estaban correctamente etiquetados. Esta
revision supuso pasar de 107 nubes de puntos a 71 nubes, lo cual supone la

eliminacion de 36 archivos.

Debido al funcionamiento por barridos que tienen los sensores LIDAR, ademas
es posible que haya puntos repetidos dentro de una misma nube de puntos. Esto
solamente afiade ruido al entrenamiento, por lo que se eliminaron los puntos repetidos
de ambos conjuntos de datos, es decir, tanto dentro de las nubes de Toronto-3D, como
los de Synthetic Cloud 3D. Ese proceso se hace automaticamente al ejecutar el
programa “convert_all_to_npy.py” y basicamente tiene en cuenta la posicion para la

eliminacion.

1. # Destruye los puntos repetidos
2. def borrar_repetidos(data):

3 # Convertir a DataFrame

4. df = pd.DataFrame(data, columns=['x"', 'y', 'z', 'r', 'g', 'b', '1'])
5. # Eliminar duplicados basados en (x, y, z)

6 df_unique = df.drop_duplicates(subset=['x", 'y', 'z'])

7 # Convertir de nuevo a numpy array
8 data_unique = df_unique.to_numpy()
9 return data_unique
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523 Reduccidon de la dimensionalidad

La informacion como el color, las normales o la intensidad finalmente se ha
descartado. Mas concretamente, y como se comenta en varios puntos de la memoria,
la Unica caracteristica que se ha tenido en cuenta a lo largo de este proyecto ha sido
la posicién junto con la informacion de la clase. En un principio se iba a respetar la
organizacién del proyecto RepSurf, que permitia utilizar como caracteristicas la
posicién y el color, sin embargo, por limitaciones del sensor LIDAR virtual, por causas
de tiempo, para seguir alineados con otras investigaciones similares y por simplicidad,
al final se decidi6é descartar el color de entre las caracteristicas a usar. Esto significa

que se tendran en consideracion los valores X, Y, Z y la clase.

No tener en cuenta el color supone tomar una de las 2 siguientes alternativas:
reorganizar el proyecto RepSurf para que no lo utilice, o anularlo para que no tenga
influencia en el entrenamiento. Lo mas correcto seria sin duda reorganizar el proyecto
RepSurf, no obstante, ello implicaria demasiado tiempo, algo que por el contexto de
la investigacion no se podria asumir. Es por esta razon que se tomo la segunda opcion,
anular el valor RGB (0,0,0). En efecto, esta alternativa puede introducir un minimo de
ruido, no obstante, se ha comprobado tras la experimentacion que el impacto no es
elevado. Esta eliminacion del color se ha sobrellevado en el programa escrito en
Python con el desarrollo de un argumento, --nullrgb, que hace dicha operacién
simplemente afadiéndolo a la linea de ejecuciéon en la terminal. En codigo

internamente se multiplica por 0 el color en caso de activarse la funcion.

Por otro lado, reducir el peso de los archivos individuales del dataset de
Toronto-3D ha sido algo necesario e indispensable porque su espacio en memoria no
es soportado. Abriendo el dataset se observa que hay algunos archivos que pesan
mas de 1GB, algo que se expande dentro de la fase del entrenamiento y que produce
que la tarjeta grafica del ordenador no sea capaz de entrenar debido a problemas de
memoria y falta de VRAM. Existen varias alternativas para solucionar esto, pero se
consideraron principalmente dos: tomar una muestra representativa de cada archivo,
o subdividir el archivo en multiples archivos mas pequefios. Para la investigacion se
tomo la segunda opcion pues, aunque ambas son viables, tomar una sola muestra

gue soportase el ordenador haria que se perdiese mucha informacion de interés para
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el entrenamiento, por lo que en busqueda de utilizar la maxima cantidad de
informacion que el dataset de Toronto-3D nos brinda, se decidio dividir cada nube en
25 partes. De esta manera, aunque se pierdan conexiones entre puntos vecinos
porque estos se reparten entre diferentes nubes, se reduce el peso individual de cada
nube haciéndola mas manejable. Esta subdivision del dataset se hace con el
argumento --subdivide X, donde X es el numero de divisiones requeridas. Dicho
argumento hace que la nube objetivo se subdivida aleatoriamente en X nubes

disjuntas entre ellas. El cédigo para la subdivisién luce como este.

# Subdivide aleatoriamente el archivo original
def subdividir(data, num_partes, out_path):
np.random.shuffle(data)
split_data = np.array_split(data, num_partes)

A wNn R

Una vez reducido el problema asociado al coste en memoria nos encontramos
nuevamente frente al problema temporal que acompafa al proyecto desde que inicio.
Entrenar con los 25 archivos de cada nube de Toronto-3D es algo que requiere
bastante tiempo y es por ello que buscando ahorrar algo de tiempo se tomaron 20 de
esos archivos, algo que, aunque no sea mucha diferencia, si que permitia ajustarse al

tiempo estimado necesario.

524 Division de los datasets

Llegados a este punto se tiene un conjunto de archivos preprocesados y no en
bruto tal y como se recibieron del sensor. Ahora lo que se hara es repartir los archivos
para llevar a cabo el entrenamiento, la validacién dentro del mismo y las pruebas

posteriores. En otras palabras, se requerira de definir 3 subconjuntos:

e Training set: es el subconjunto mas grande, ya que el modelo necesita
muchos datos para aprender patrones. Este se utiliza para ajustar los
pardmetros del modelo, permitiendo al modelo configurar sus pesos internos

para minimizar el error.

e Validation set: se emplea para afinar el modelo y ajustar hiperparametros,
permitiendo evaluar el rendimiento del modelo mientras se entrena. Sirve

para detectar si el modelo esta aprendiendo correctamente.
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Test set: se usa después de haber entrenado y ajustado completamente el
modelo. Con él se evalla la capacidad de generalizacion del modelo final a

datos que no ha visto antes.

Conociendo esto y basandonos en configuraciones frecuentes, se hara un hold-

out, repartiendo las instancias como se ve en la llustracién 5.13 de manera que,

aproximadamente, se destinen el 80% de ellas al proceso de entrenamiento y

validacion, mientras que el 20% restante se utilicen para la etapa de pruebas. Ademas,

de ese 80% orientado al entrenamiento, un 20% se utilizara para la validacion. En

otras palabras y de forma resumida, dado que se necesitaran para los entrenamientos

un conjunto real, un conjunto sintético y un conjunto mixto, el reparto sera el siguiente:

Conjunto de datos reales: de un total de 80 instancias que tiene Toronto-
3D, 40 se dedican a entrenamiento (provenientes de LO0O1 y de L003), 20 a
validacion (proveniente de L004) y las otras 20 para pruebas (proveniente de
L002). Cabe destacar que LO01 y LOO3 contienen mayor cantidad de puntos
que LO02 y LOO4. Pese a no ajustarse por completo a los porcentajes

propuestos, esta division es la recomendada por el articulo de Toronto-3D.

Conjunto de datos sintéticos: de un total de 71 instancias que tiene
Synthetic Cloud 3D, 45 se dedican a entrenamiento, 11 a validacion y las

otras 15 para pruebas.

Conjunto de datos mixtos: de un total de 90 instancias que tiene el conjunto
mixto, 56 se dedican a entrenamiento y 14 a validacién (ambos con 20% de
Toronto-3D y 80% de Synthetic Cloud 3D), y las otras 20 para pruebas (100%
de Toronto-3D).

100% del dataset

o .
80% para entrenamiento 20% para

80% entrenamiento 20% validacion pruebas

llustracién 5.13: Distribucion de los datos
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Es importante comentar que se también se valoro la posibilidad de hacer k-fold
cross validation, sin embargo, una validacion cruzada conllevaria mucho mas tiempo
para hacerse y no daria tiempo a finalizar la fase de experimentacién planteada. Para
futuras actualizaciones dentro de esta investigacion se recomienda que, si hay tiempo
suficiente, se realice una validacién cruzada tomando como K un valor tipico como

podria ser 5 0 10, lo cual permitira obtener resultados moderadamente mas fiables.

5.3 Mineria de datos

Aqui buscamos extraer patrones utiles a partir de las nubes de puntos mediante
el entrenamiento supervisado del modelo de la red con el objetivo de ser capaces de
segmentar una nube de puntos para diferenciar los objetos que constituyen el
fragmento de ciudad. El resultado obtenido de la mineria permite clasificar cada punto

asignandole una etiqueta de las nombradas anteriormente.

Ya adelantado en multiples ocasiones, para conseguir esto se tomara el
proyecto RepSurf (disponible en GitHub) y se adaptard de manera que acepte
cualquier conjunto de datos. Cabe mencionar que es una fase que ha sido muy
complicada de realizar, destacando la dificultad del arranque del proyecto y
remarcando lo costosa que ha sido computacionalmente y temporalmente hablando,

a lo que se le suman ademas limitaciones asociadas al hardware.

5.3.1 Adaptacion del proyecto RepSurf

Encontrar un proyecto que sea compatible con una versién de CUDA aceptada
por la grafica fue una ardua tarea que requirié de investigacion y muchos intentos. A
esto se le suma la dificultad de las dependencias en Python, convirtiendo el simple
arranque de un proyecto en una actividad alimentada por una gran incertidumbre. La
busqueda de un proyecto de redes neuronales que fuera de utilidad tuvo como punto
partida los proyectos de redes que se probaron en la pagina de Semantic3D, sin
embargo, al ser proyectos con varios afios lo cierto es que no fue posible iniciar
ninguno con éxito por sistemas operativos, versiones de Dbibliotecas,
incompatibilidades con la tarjeta grafica y CUDA, compiladores, etc. Fue algo que se
repitid durante varias semanas hasta que se consiguié, con dificultades, arrancar

desde el subsistema de Linux el proyecto RepSurf (Surface Representation for Point
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Clouds), un proyecto mas moderno que contiene 3 implementaciones hechas en
PyTorch: red PointNet++, red Point Transformer y Umbrella RepSurf, un método
basado en la red PointNet++ (SSG) al que se le aplica el moédulo Umbrella RepSurf

creado en esa investigacion para mejorar la representacion de superficies.

El proyecto RepSurf es un trabajo excelente, no obstante, es importante decir
gue la falta de documentacién hizo que en ocasiones se requiriera practicamente de
ingenieria inversa. Aunque sin duda si hay algo que debia ser modificado para el
actual trabajo de investigacion era el tema de la parametrizacion relacionada con los
conjuntos de datos. En efecto, el proyecto estaba preparado exclusivamente desde el
cédigo para trabajar con el conjunto de datos S3DIS, por lo que se adaptdé de manera
gue permitiese ejecutarse entero como originalmente era, y para ejecutarse con un
conjunto de datos personalizado pasando un archivo JSON con las etiquetas usadas.
Esto supuso la creacién de una nueva estructura de archivos paralela a la original
dentro del proyecto donde se encontraban las adaptaciones de los codigos para poder

ejecutar con conjuntos de datos personalizados.

Una vez adaptado el proyecto ya se pueden ejecutar los comandos de
entrenamiento con conjuntos de datos personalizados. Mas adelante nos centraremos
en los comandos, pero en cuanto a las carpetas, las mas importantes a tener en

cuenta son:

La carpeta con los archivos de comandos de entramiento y pruebas:

“‘RepSurf/segmentation/scripts/custom”

e La carpeta destinada a los archivos de entrenamiento y validacion:
“‘RepSurf/segmentation/data/CUSTOM/trainval_fullarea”.

e lLa carpeta destinada a los archivos de prueba:
“‘RepSurf/segmentation/data/CUSTOM/data/CUSTOM/testval_fullarea”.

e La carpeta con todos los logs y el modelo entrenado:

“‘RepSurf/segmentation/log/PointAnalysis/log”.
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Como nota adicional, es importante mencionar que este proyecto esta
preparado para hacer validacion cruzada pese a que en nuestro caso no se haya
hecho por temas de tiempo. Ello es algo que se maneja con el nombre del archivo.
Todos los archivos de la carpeta comienzan por “Area_X” donde X es un nimero que
representa un subconjunto de los datos de entrenamiento, permitiendo facilmente
destinar grupos concretos de datos para la validacion. Por ejemplo, si se desea hacer
la validacion con los archivos del area 1, es tan simple como darles de nombre
Area_l+nombre_original, y dejar para el resto del entrenamiento los otros archivos,
cuyo nombre podria ser, por ejemplo, Area_2+nombre_original (valdria cualquier

namero menos el 1).

53.1.1 Problemas de memoria: swapping

Pese a estar adaptado el proyecto a nuestra investigacion, este seguia sin
funcionar correctamente. Dando un poco de contexto, este trabajo se comenzo6 a
elaborar en el ordenador del laboratorio con la tarjeta grafica 3060Ti, la cual es
bastante potente, pero mostraba algunas limitaciones con el proyecto RepSurf que
fueron descubiertas durante unos entrenamientos de prueba con datos de ejemplo.
Fue en ese instante donde, aunque no hubiera ningun fallo durante la ejecucion, ésta

no era capaz de terminar y ademas la memoria de video (VRAM) estaba llena.

Para entender el problema hace falta entender su origen, y es que, con
frecuencia, cuando la ejecucion de algun programa llena la memoria RAM, el sistema
operativo utiliza parte de la memoria del disco duro para gestionar el exceso de
trabajo. Este concepto es llamado memoria virtual y sucede de manera similar entre
la VRAM y la memoria RAM: si hay falta de VRAM, se transfieren datos de ésta a la

RAM para soportar el trabajo.

Lo que esta ocurriendo en nuestro caso es que hay VRAM insuficiente y
PyTorch intenta guardar el exceso en RAM. Sin embargo, para ejecutar un proceso
en la tarjeta gréfica éste debe estar cargado en VRAM. Si estamos guardando datos
de VRAM en RAM, para usarlos antes se deben transferir. A esto se le llama swapping
y ralentiza el entrenamiento debido a la latencia de las transferencias de datos, las
diferencias en la velocidad de acceso a memoria y la carga afiadida asociada a la

gestion de memoria.
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Esto se puede solventar en cierta medida con la reduccion del tamafio de los
lotes y la carga de datos, posible con los parametros de PyTorch: batch_size,
batch_size val y workers. Sin embargo, eso no fue suficiente y obligd a cambiar de
equipo durante el proceso en pro de otro con una gréafica especializada para el
entrenamiento, una A4500. Esto fue lo que solucionoé el problema de memoria que se

estaba dando hasta el momento y lo que permitié continuar con la investigacion.

5.3.2 Redes ofrecidas por el proyecto RepSurf

Una vez adaptado el proyecto se describira brevemente el funcionamiento de
las redes que incorpora RepSurf: PointNet++, Point Transformer y Umbrella RepSurf.
Estas explicaciones, complementarias a las presentadas en el capitulo 2.3 (Redes
neuronales artificiales para nubes de puntos), seran acomparadas de sus respectivos

comandos para llevar a cabo tanto el entrenamiento como la evaluacion.

5.3.2.1 Red PointNet++

PointNet ha sido la base de muchos de los métodos de vision 3D con nubes de
puntos, siendo capaz de procesar nubes de puntos sin la necesidad de convertirlas a
estructuras 3D como los voxeles. Sin embargo, en su primera versién, pese al correcto
funcionamiento para capturar las caracteristicas globales de las nubes de puntos,

presentaba limitaciones para detectar caracteristicas locales. Esto supone que:

e Las caracteristicas aprendidas en datos densos pueden no generalizarse a

regiones muestreadas de forma mas dispersa.

e Los modelos entrenados para nubes de puntos dispersas pueden no

reconocer estructuras locales de gran detalle.

Para solventar este problema surge la red PointNet++, que procesa las nubes
de puntos a diferentes escalas de manera jerarquica. Para ello la red parte de un
muestreo inicial de puntos representantes y uniformemente espaciados en la nube
para posteriormente agruparlos segun vecindades y aplicar a estas la clasica
PointNet. De esta manera, gracias al muestreo en cada nivel de la red se va

reduciendo la cantidad de puntos, y a través de abstracciones del conjunto se
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aumentan las caracteristicas extraidas de cada grupo. Esto conlleva que en los niveles
mas bajos se capturan detalles locales, mientras que los niveles mas altos capturan

caracteristicas globales.

Para usar esta red dentro del proyecto, teniendo correctamente organizado el
conjunto de datos, habria que ejecutar desde la terminal los siguientes comandos para

entrenamiento y evaluacion respectivamente:

sh RepSurf/segmentation/scripts/custom/train_pointnet2.sh

sh RepSurf/segmentation/scripts/custom/test_pointnet2.sh

5.3.2.2 Red Point Transformer

En boca de todos desde hace un tiempo esta la arquitectura Transformer,
presentada en 2017. Muchas fueron las adaptaciones de esta arquitectura,
inicialmente planteada para el campo de PLN, pero de entre todas ellas destacaremos
la red Point Transformer, la cual aplica la idea de usar mecanismos de atencion para
trabajar con nubes de puntos. Asi pues, esta red neuronal extiende el concepto de
atencion de las arquitecturas Transformers, permitiendo a cada punto de la nube
"atender” a otros puntos en su vecindad para determinar su importancia relativa. Esto
ayuda a que la red capture con gran eficacia las relaciones locales entre los puntos,

centrandose en las aquellas interacciones mas relevantes.

Para usar esta red, teniendo correctamente organizado el conjunto de datos,
habria que ejecutar desde la terminal los siguientes comandos para entrenamiento y

evaluacién respectivamente:

sh RepSurf/segmentation/scripts/custom/train_Point Transformer.sh

sh RepSurf/segmentation/scripts/custom/test_Point Transformer.sh

5.3.2.3 Mdédulo Umbrella RepSurf

Dentro de este proyecto constantemente se habla de Umbrella RepSurf y lo
cierto es que no se trata de una red neuronal, sino que mas bien es un modulo que
actla en conjunto con la red PointNet++ en su version SSG (Single-Scale Grouping).

Aunqgue en este proyecto solo se aplica sobre PointNet++, la integracién de RepSurf
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se puede hacer con otras redes neuronales aplicadas a nubes de puntos permitiendo,
a cambio de un pequefio coste computacional, captar mejor las caracteristicas y con

ello mejorar la eficacia en tareas como clasificacion y segmentacion.

En efecto, el proyecto RepSurf nace con el objetivo de proporcionar una ayuda
adicional a las redes neuronales para incrementar su rendimiento gracias a la mejora
de la representacion de superficies que incorpora a estas como informacion extra. De
los 2 médulos que se desarrollaron dentro del proyecto, en la actual investigacion se
probara Umbrella RepSurf, la segunda variante que se fundamenta en la curvatura de
"sombrilla" y amplia el campo de percepcion al construir superficies a partir de los K
puntos vecinos mas cercanos. Dicha curvatura se obtiene mediante el célculo de la
tangente de la superficie reconstruida, informacion que usa para obtener una
representaciéon mas detallada de la geometria local. Esto supone una gran ayuda
incluso cuando los puntos se encuentran organizados irregularmente sobre el espacio.
Con la llustracion 5.14, el articulo representaba la idea del modelo Triangular RepSurf
y Umbrella RepSurf como representaciones de geometria local para el proceso de

aprendizaje automatico.
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llustraciéon 5.14: Concepto de RepSurf

Para usar este modulo sobre la red PointNet++ (la adaptada por defecto),
teniendo correctamente organizado el conjunto de datos, habria que ejecutar desde
la terminal los siguientes comandos para entrenamiento y evaluacion

respectivamente:
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sh RepSurf/segmentation/scripts/custom/train_RepSurf_umb.sh

sh RepSurf/segmentation/scripts/custom/test_RepSurf_umb.sh

5.3.3 Métricas utilizadas para el célculo del error

Una vez conocidas las redes y los comandos que ejecutan sus respectivos
entrenamientos y pruebas, el siguiente paso es comprender qué sucede dentro de los
periodos de ejecucién. Esta informacion de interés viene incluida dentro de archivos

log como los de la captura inferior.

[2024-07- 103 INFO trai . Py i h 9506] Total Number of Parameters: ©.967 M
[2024- 2 INFO train_cus ) i @6] Totally 40 samples in train set.
INFO train_cus y 1i ] 29506] Totally 20 samples in val set.
INFO in_cus y 1i 6] Epoch: [1/50][250/400] Batch 0.968 (@.641) Remain ss 0.7002 Accuracy
718 INFO i s i 6 6] Train result at epoch [1/5@]: mIoU / mAcc / OA 2
,100 INFO ain_custom. i @6] Epoc [2/50][250/480] Batch 8.568 (©.646) Remain @ ss 0.3524 Accuracy 96.
[2024-07-2 5 INFO in_custom.py 1i 6 @6] Train result at epoch [2/50]: mIoU / mAcc / OA
2024-07-2 INFO in_custom.py i @6] Epoch: /50]1[250/480] Batch 0.566 (0.649) Remain : Ss 21 Accuracy
[2024-07- 9@ INFO train_custom.py i 6 @6] Train result at epoch [3/50]: mIoU / mAcc / OA 48. / .89 9 6
[2024-07-24 20 9 INFO train_custom.py 1i 29506] Epoch: [4/50][258/400] Batch ©.826 (@.646) Remain ©3:19:49 Loss 0.2564 Accuracy 92.80
[2024-07-2 ,526 INFO train_custom.py 1i 6 429506] Train result at epoch [4/5@]: mIoU / mAcc / OA 5 / 9 92.27

...0tras épocas...]

[2624-07-

]

INFO train_custom. i E 506] Epoch: [49/50][25@/40@] Batch ©.786 (@.666) Remain 00:06:06 Loss ©.8763 Accuracy 97.3
3 INFO train_custom.py 1i 6 6] Train result at epoch [49/50]: mIoU / mAcc / OA 86.18 / 88.35 / 97.48
9 INFO in_custom.py 1i 506] >>>>>>>>>>>>>>>> Start Evaluation »>>>>3>3>>>3>3>3>>
2 INFO in_custom.py i 506] Val result: mIoU / mAcc / OA 55.79 / 66.70 / 9@.79
INFO in_custom.py line 40 506] Val lo
INFO in_custom.py line 406 506] Class_@ Result: IoU /
INFO in_custom.py line 406 506] s s IoU / Acc @
INFO in_custom.py line 406 06 s es IoU / Acc
INFO in_custom.py ine 406 06 s s H / Acc
/
/
/

[NENENENEN]

Acc 90.

[N NEN]

INFO in_custom Acc 6
INFO in_custom Acc
INFO in_custom.p) - Acc 6
INFO in_custom.py line 406 6 s / Acc
INFO in_custom.py ine 06] < End Evaluation
INFO in_custom.py H a/50 50/400] Batch 0.5 5 e n :01:37 Loss ©.0783 Accuracy 96.92
INFO in_custom.py 1i 6 06 sult at epoch [50/50]: mIoU / mAcc / OA 86.20 / 88.34 / 97.57
@ INFO in_custom.py 1i 06] >>>>>>>>>>>>>>>> Start Evaluation >>>>53>3>5>>>>>>
INFO in_custom.py i 06 r mIoU / mAcc / OA 56.06 / 67.40 / 90.80
INFO in_custom.py ine 40 06 0.4028
INFO in_custom.py ine 406 06 s s IoU Acc 9
INFO in_custom.py i 06 06 s s IoU Acc 0.0
9 INFO in_custom.py line 406 6] Clas es ToU / Acc
INFO in_custom.py line 406 6] Clas s ToU / Acc
INFO in_custom.py line 406 6] Clas es ToU / Acc 6
INFO in_custom.py line 406 06 es ToU / Acc
INFO in_custom.py line 406 06 s ToU / Acc 6
83 INFO in_custom.py ine 406 a6 IoU / Acc 9.68/47.65
(2] ,510 INFO train_custom.py ine 40 06] < End Evaluation
©2:44:44,513 INFO train_custom.py line 258
©6.58

(NN RN

MANRNNMNNRNNNRNN N

[2024-07-
Best Iou:

N} N
R R R R R R R R R R R R R R R R R R i)

llustracién 5.15: Output simplificado

Como se aprecia, para entender correctamente la informacion de este tipo de
archivos es necesario conocer la teoria que respaldan las métricas. A continuacion,
se comentaran para qué sirven las métricas que se utilizan a lo largo de la etapa de
experimentacién: Loss, Acc (Accuracy), mAcc (mean Acc), loU (Intersection over
Union), mloU (mean loU) y OA (Overall Accuracy). Para esto, antes definiremos las
siguientes variables, utilizadas con frecuencia en el ambito del aprendizaje

automatico:
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e TP = verdadero positivo (True Positive)
e TN =verdadero negativo (True Negative)
e FP =falso positivo (False Positive)

e FN = falso negativo (False Negative)

5.3.3.1 Valor de pérdida (Loss)

Esta medida, obtenida de la funcion de error, es utilizada en el entrenamiento
de modelos de ML para cuantificar el rendimiento y la precision de un modelo de
machine learning teniendo en cuenta el etiguetado de los datos. Es crucial para la
optimizacion de los modelos y actlla como guia dentro del proceso de entrenamiento
de manera que a lo largo del mismo se trata de reducir para aproximarlo lo maximo

posible a cero.

5.3.3.2 Métrica Acc (Accuracy)

La métrica Acc se usa para obtener la precisién del modelo asociada a cada
clase existente. Ella valora cuantas veces el modelo acertdé tanto al clasificar
correctamente como al no clasificar incorrectamente los puntos. La expresion

matematica que nos permite calcularla se muestra a continuacion.

TP+TN

Acc =
TP+ TN+ FP+ FN

(5.1)

En otras palabras:

e Eltotal de predicciones correctas de una clase se expresa como: TP + TN

e EIl total de todas las predicciones de una clase se expresa como:
TP+ TN +FP + FN

Otra métrica relacionada con Acc es mAcc, que representa la media de la Acc

de todas las clases.
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5.3.3.3 Métrica loU (Intersection over Union)

La métrica loU mide la interseccion sobre la union de las predicciones y las
etiquetas reales, es decir, la precisién por clase. Es Gtil para medir qué tan bien el
modelo ha segmentado o clasificado una clase especifica en la nube de puntos y de
alguna manera esta directamente asociada a la correcta deteccion de la forma de los

objetos. Matematicamente se veria asi:

TP
loU = (5.2)
TP +FN + FP

En otras palabras:

e El total de puntos de una clase correctamente detectados como positivos

(interseccion) se expresa como: TP

e El total de puntos que podrian pertenecer a la clase de estudio (unién) se

expresa como: TP + FP + FN

De la mano de la loU estd mloU, métrica que representa la media de la loU de

todas las clases.

5.3.3.4 Métrica OA (Overall Accuracy)
La métrica OA calcula el porcentaje de puntos clasificados correctamente entre
todos los puntos de la nube. En términos matematicos, sea C el numero de clases

total, la férmula seria la siguiente:

04 = i=1 TP,

— (5.3)
TP+TN+ FP +FN

En otras palabras:

e Eltotal de puntos correctamente detectados independientemente de la clase

se expresa como: Y¥¢_; TP,
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e Eltotal de todas las predicciones se expresa como: TP + TN + FP + FN

Con esta métrica se puede obtener la exactitud general del modelo midiendo
los puntos correctamente etiquetados frente al total de puntos. La diferencia entre esta
métrica y la métrica Acc es que ahora se evallan solo los puntos correctamente
etiquetados en general, mientras que la Acc distinguia entre clases. Esto implica que
cuando hablamos de la mAcc, media de Acc entre las clases, se dé mas importancia
a aguellas instancias pertenecientes a clases minoritarias para la ponderacion,
mientras que en OA al tener cada instancia la misma ponderacion, estas instancias

de clases minoritarias quedan algo mas ocluidas por las otras clases.

5.34 Parametros y aumentacion

Al igual que las métricas, es importante conocer qué parametros se pueden
configurar, asi como conocer el término de aumentacién. Comenzando por los

parametros, entre los mas interesantes destacamos:

e Optimizador: algoritmo utilizado para actualizar los pesos del modelo con el
fin de minimizar la funcién de pérdida durante el entrenamiento. En el caso

de los experimentos que se haran, se tomara el optimizador Adam.

e |teraciones totales: es el numero total de iteraciones en un ciclo de
entrenamiento para entrenar un modelo de aprendizaje automatico. Estas
iteraciones configuran 2 fases: una de entrenamiento donde se realizan
actualizaciones de los pesos basadas en los datos de entrenamiento, y otra
de validacion, donde se mide la capacidad del modelo para generalizar los

datos no vistos.

e |teraciones minimas: numero de épocas que deben suceder antes de que se
lleven a cabo validaciones dentro del entrenamiento. Hasta que no se alcanza
este momento, el modelo aprende de los datos de entrenamiento pero no se
estudia la capacidad que este tiene para generalizar. Aunque este proceso
se podria hacer desde la primera epoch, lo comin es que no sea asi por

cuestiones de tiempo.
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Iteraciones de decadencia: nimero de iteraciones tras las cuales se reduce
la tasa de aprendizaje para permitir un ajuste mas fino a medida que el

modelo se acerca a la convergencia.

Tasa de aprendizaje: afecta a la velocidad a la que el algoritmo alcanza las

ponderaciones Optimas, es decir, converge.

Tasa de decadencia: proporcién en la que la tasa de aprendizaje se reduce
a lo largo del tiempo para estabilizar el entrenamiento y mejorar la

generalizacion.

Tasa de decadencia de pesos: técnica que penaliza pesos grandes en el
modelo para evitar el sobreajuste, lo que promueve modelos mas simples y

generalizables.

Sumado a esto, cabe destacar que el proyecto permite aumentacion dinamica.

La aumentacion de datos se define como el proceso de generacion artificial de nuevos

datos, a partir de los datos ya existentes, para el entrenamiento de modelos de ML.

Esto es beneficioso para el entrenamiento del modelo porque permite mejorar su

capacidad de generalizar. Aunque la aumentacion se puede hacer durante el

procesado de los datos, la aumentacién dinamica es una practica habitual que ademas

se da aqui porque permite optimizar el almacenamiento en disco al no requerir de

guardar versiones aumentadas de los datos. Concretamente, dentro de este trabajo

se permiten varias formas de aumentacion, pero como en este proyecto el color no se

tendra en cuenta, se describiran los tipos de aumentacién relacionados con la posiciéon

de los puntos:

Aumentacién por escalado: mediante el argumento --aug_scale se crean

nuevos datos a partir de escalados a las nubes de puntos.

Aumentacién por rotacion: mediante el argumento --aug_rotate se crean

nuevos datos a partir de rotaciones, en los ejes especificados.

Aumentacién por translacién: mediante los argumentos --aug_shift y --
aug_jitter se crean nuevos datos mediante el intercambio de puntos vecinos,

y mediante el desplazamiento de puntos respectivamente.
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e Aumentacién por volteo: mediante el argumento --aug_flip se crean nuevos

datos mediante el reflejo de las nubes de forma horizontal o vertical.

5.35 Optimizacion de hiperparametros

Para configurar estos parametros presentados hay que recordar que este
trabajo tiene limitaciones de tiempo muy importantes que han marcado su ejecucion.
Dada la situacion y teniendo en cuenta la duracion de cada entrenamiento, es clave
decir que hay que ajustar con cuidado entre otros parametros aquellos relacionados
con las épocas y la aumentacién, pues son los que repercuten de forma directa al

tiempo de ejecucion.

El proyecto en si tenia configuraciones de ejemplo que no terminaban de
ajustarse a nuestra investigacion, por lo que se hicieron pruebas con las redes y los
datos que serian utilizados finalmente durante los experimentos. A continuacion, se
van a mostrar resultados de dichas pruebas con los cuales se tratara de elegir el valor
idoneo para el numero de las iteraciones. Los siguientes gréficos, llustracién 5.16 y
llustracion 5.17, muestran el comportamiento de una de las redes, PointNet++, para

el entrenamiento con nubes de puntos de ciudades reales:

Evolucion de las métricas por
numero de iteraciones

120

100

60
40

20

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

e mloU mAcc OA

llustraciéon 5.16: Evolucion de métricas por épocas
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Como puede observarse en la llustracion 5.16, los resultados de las métricas
(media de loU, media de Acc y el OA) para este caso concreto dejan de mejorar
aproximadamente sobre la época 40. Aunque la grafica muestra el caso particular de
la red PointNet++, el comportamiento se repite con el resto de redes de manera

similar.

Evolucion del loss por numero de épocas
0,8
0,7
0,6

0,5

0,4
0,3
0,2

0,1
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

llustracién 5.17: Evolucion del valor de pérdida por épocas

Como puede verse en la llustracion 5.17, sucede lo mismo con el valor de la
funcion de pérdida o valor loss. Vemos que este valor inicialmente disminuye muy
rapidamente, lo cual es algo beneficioso, pero que a partir de las 20 iteraciones apenas
mejora, obteniéndose el mejor valor en la época 38.

Los parametros de ejemplo estaban ajustados con un total de 100 épocas, sin
embargo, araiz de estas pruebas se llego a la conclusiéon de que las redes convergen
mucho antes. Es por esta razén que se marco 50 como total de épocas, un valor que
aseguraba en las pruebas realizadas que se encontrarian buenos resultados dando
algo de margen adicional. Cabe destacar que, en este tipo de algoritmos, exceder el
namero de épocas necesarias puede ocasionar el sesgo del modelo y la reduccion de
la generalizacion del mismo. Posteriormente, en conocimiento del numero total de
épocas, se regularon también los valores para las épocas minimas (30) y las épocas
de decadencia (30>40).
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En cuanto al tema de la aumentacion podemos decir que es una practica
recomendada que en concreto dentro de este proyecto ha tenido cierto impacto,
mejorando los resultados de pruebas preliminares hechas con los datos de ejemplo
gue éste traia (S3DIS). Pese la potencial mejora de los resultados, hay que tener en
cuenta el aumento del coste computacional por esta aumentacion dinamica. Es por
ello que para evitar excesos en uso de VRAM y en tiempo, se decidio utilizar
Gnicamente un tipo de aumentacion, la aumentacion por escala. Efectivamente, esta
aumentacion era la que mejores resultados ofrecia durante el periodo de pruebas a

pequefia escala con un factor de 0,1.

Por consiguiente, se resumira en la Tabla 5.1 toda la informacion asociada a la
configuracién de todos los entrenamientos llevados a cabo a lo largo de este proyecto,
incluyendo los parametros comentados y configuraciones recomendadas para el uso

de las redes de este proyecto:

Parametro Valor

Optimizer (optimizer) AdamW
Total epochs (epoch) 50
Minimum epochs for validation (min_val) 30
Learning decay epochs (Ir_decay_epochs) 30240
Learning rate (learning_rate) 0,006
Learning decay rate (Ir_decay) 0,1
Weight decay (weight_decay) 0,01
Scale factor (aug_scale) 0,1

Tabla 5.1: Configuracién de todos los entrenamientos

Escuela Politécnica Superior de Jaén 113



Experimentacién en framework para redes neuronales con
Victor Rodriguez Cano diferentes conjuntos de datos LIDAR reales y sintéticos

5.4 Evaluacion e interpretacion

Llegados a este punto, ya se entrenaron todos los modelos con los datos reales,
los datos sintéticos, y los datos mixtos. Con esto nos adentramos en el corazon del
proyecto, un total de 4 experimentos que trataran de estudiar la validez de las hipétesis
de inicio. Para cada uno se repasara cual es su finalidad, su procedimiento y sus
resultados, con el fin de concluir con un analisis de los patrones detectados y el

resultado de la validacién de la hipotesis correspondiente.

541 Experimento 1: Entrenamiento y testeo con datos reales

Este primer experimento tratara de entrenar y probar el modelo con datos reales
tomados del conjunto de Toronto-3D. Para ello se ha tenido en cuenta, como se
explicaba en capitulos anteriores, que los conjuntos de entrenamiento y de prueba
sean disjuntos. El resultado del mismo dara los porcentajes de acierto, los resultados
de la funcion de pérdiday los valores de las métricas que se obtienen con estas redes
neuronales usando los datos reales. La importancia del experimento es mayuscula
pese a que no esté orientado hacia la validacion de las hipétesis planteadas porque

formaliza la base del resto de experimentos.

Tras la prueba del modelo entrenado con los datos de Toronto-3D sobre las
redes, se han recopilado todos los datos almacenados en los logs y se han volcado
sobre la Tabla 5.2 (a excepcion de la clase indefinida que no proporciona informacion).
En ella queda representado por colores los porcentajes recuperados para una mejor
visualizacion. Concretamente, los tonos mas verdosos muestran mejores resultados,

mientras que los mas rojizos muestran los peores resultados.

PointNet++ Point Transformer Umbrella RepSurf

loU Acc loU Acc loU ‘ Acc

Road marking
Natural

|
|
|

Building 88,28

Utility line 61,46 63,05 61,21 63,73 63,22 64,29
Pole 68,82 76,74 68,91 77,48 72,43 84,5
Car 87,38 74,37 79,03 81,7

Fence | 4362

Tabla 5.2: Resultados del experimento 1
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Repasando uno a uno los datos, lo primero que ha de destacarse son los
buenos resultados que se obtienen en todas las redes para la deteccion de todos los
objetos, a excepcidén de las clases “Road marking” y “Fence”, donde todas fallan en
mayor o menor medida. Sobresalen de entre los porcentajes obtenidos aquellos que
reflejan las métricas de deteccion de los objetos Road, Natural y Building, rozando y
superando el 90%. Sin embargo, para entender por qué los resultados para los objetos
“‘Road marking” y “Fence” han sido tan bajos hay que tener en cuenta el contexto del

experimento, asi como el de los datos.

Comenzando con la primera puntualizacidon, este experimento trabaja
solamente con la posicion de los puntos y sus etiquetas, sin tener en cuenta el color.
Esto conlleva que el modelo no sea capaz de diferenciar el suelo de las marcas viales,
pues estas marcas son Unicamente suelo pintado donde no cambia la geometria.
Determinar donde estan dichas marcas solo con la posicion de los puntos seria un
resultado engafioso, producto de un sobreaprendizaje. Es por ello que, aunque no se
hayan podido detectar las marcas del suelo, es un resultado esperado y acorde. En
cuanto a la segunda problemética, los datos contienen una gran cantidad de puntos
gue se han etiguetado usando las clases disponibles, pero en diferentes proporciones.
La existencia de clases con mayor numero de instancias registradas frente a otras
conlleva que, en casos de mayor desbalanceo entre clases, el modelo no aprenda
correctamente sobre aquellas con menos instancias. Esto que se acaba de explicar
es lo que sucede con la clase “Fence”, donde apenas hay instancias y la repercusion
se da de forma directa en los resultados. Aungque no es la Unica perjudicada porque,
pese a obtener buenos resultados en las otras clases, este problema se refleja
también para “Utility line” y “Pole”, clases en las que hay menos instancias que las que

se podrian encontrar en otras como “Road”.

Vistos los datos numéricos, es interesante ver los resultados de una manera
mas visual para comprenderlos mejor. En la llustracion 5.18 se muestra la nube
etiquetada original, mientras que en la llustracion 5.19 esta el resultado de la

segmentacion con Umbrella RepSurf (la que mejor funciond en este experimento).

Escuela Politécnica Superior de Jaén 115



Experimentacién en framework para redes neuronales con
Victor Rodriguez Cano diferentes conjuntos de datos LIDAR reales y sintéticos

llustracién 5.18: Nube de puntos esperada llustracién 5.19: Nube de puntos obtenida

Los resultados obtenidos visualmente se ven casi iguales y la mayoria de los
fallos se encuentran en puntos alejados de la zona con mayor concentracion (ademas
de aquellos pertenecientes a las clases minoritarias). Con esto venimos a decir que
en lugares donde la densidad de puntos es muy baja es mas complicado diferenciar
correctamente a qué pertenece cada punto debido a la falta de vecinos que permitan

catalogarlo.

Siempre es interesante ver como queda la nube de puntos y es por ello que se
seguird mostrando en el resto de experimentos, sin embargo, es complicado analizar
en detalle con este tipo de visualizacion. Para aumentar el rigor del estudio, asi como
para facilitar las comparaciones entre los resultados de las 3 redes se agrupara todo
en graficos de barras. A continuaciéon, se presentaran 2 graficos para comparar las

meétricas loU y Acc de las 3 redes.
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Experimento 1: Métrica loU

Road Road marking  Natural Building Utility line Pole Fence

M loU PointNet++ M |loU Point Transformer B loU Umbrella Repsurf

llustracion 5.20: Métrica loU entre redes para experimento 1

En esta gréfica, llustracion 5.20, se muestra una comparativa de los resultados

de la métrica loU donde se corrobora el comportamiento similar que se da en todas

las redes para el problema de la segmentacion. De forma sintetizada recordamos que

el loU esta asociado a la forma de los volumenes segmentados por clase. Como ya

se explico, esta métrica mide la superposicion entre la region predicha por el modelo

y la region real. En el diagrama de barras, aunque con comportamientos muy

parecidos, destaca RepSurf en casi todos los casos, seguida por PointNet++ y

dejando a Point Transformer en la cola.
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Experimento 1: Métrica Acc

Road Road marking  Natural Building Utility line Pole Fence

M Acc PointNet++ M Acc Point Transformer ~ M Acc Umbrella Repsurf

llustracion 5.21: Métrica Acc entre redes para experimento 1
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En este otro grafico, llustracion 5.21, vemos la misma comparativa pero ahora
con la métrica Acc, que en esencia viene a indicar cuantos de los puntos se han
etiquetado correctamente para cada clase en particular. Esta métrica frente a la otra
puede dar algo menos de informacion, pero siempre es importante tenerla en cuenta
para contrastar los resultados. Al igual que en la métrica loU, RepSurf destaca como
la red que es capaz de acertar mayor namero de puntos a la hora de etiquetar, sobre
todo con las clases minoritarias (aunque en este tipo de instancias presentan
dificultades). Con el resto de clases hay que indicar que todas se comportan

practicamente similar.

Como se ha visto, todas tienen un comportamiento similar, destacando de
media RepSurf, algo que se observa mejor en la llustracion 5.22. En ella se pueden
ver los valores medios de loU y Acc, introduciendo ahora la métrica OA. La métrica
OA recordemos que sirve para indicar el porcentaje de puntos etiquetados
correctamente en total, diferenciandose de la mAcc porque la OA pondera todos los

puntos por igual.

‘ Neural Network ‘ mioU ‘ mAcc ‘ OA
PointNet++ 66,97 72,17 94,64
Point Transformer 65,39 70,23 93,84
Umbrella RepSurf 68,42 74,94 94,82

Tabla 5.3: Resultados generales del experimento 1

Como vemos se obtienen porcentajes de acierto para OA que rondan entre el
93.84% y 94.82%, lo cual son valores muy buenos. En cuanto al acierto por clase,
dado por mAcc, tenemos una media de acierto de entre el 70.23% y el 74.94%.
Finalmente, en cuanto al acierto dado por la mloU, encontramos de media valores que
estan entre el 66.97 y el 68.42%. Aunque la mloU y la Acc tengan valores muy
inferiores a los que muestra OA, no hay que dejarse engafar, son valores medios
entre clases con un namero de instancias no balanceado (cada fallo en instancias de
clases minoritarias es condenado mas que cada fallo en clases mayoritarias). Esto
significa que las redes funcionan bien en la mayoria de las instancias, pero pecan de

fallar con aquellas con las que el modelo estd menos acostumbrado a trabajar.
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Con estos resultados ya tenemos una base sélida y de referencia para pasar a

ejecutar el resto de experimentos.

54.2 Experimento 2: Entrenamiento y testeo con datos sintéticos

El segundo experimento tiene como objetivo intentar validar la primera hipétesis
del proyecto: “El comportamiento de las redes obtenido a partir de un entrenamiento
y testeo con nubes de puntos sintéticas generadas con el LIDAR virtual es similar al
obtenido a partir de nubes de puntos reales”. Para ello se han entrenado y probado
los modelos con datos completamente sintéticos, pertenecientes al conjunto propio
Synthetic Cloud 3D. La hipétesis podria ser validada si las redes pueden aprender de
forma similar con valores sintéticos a como lo hacian en el experimento 1, es decir,
deben obtenerse resultados parecidos en las métricas de ambos experimentos. A

continuacion, se muestran los resultados recopilados en la Tabla 5.4.

PointNet++ Point Transformer Umbrella RepSurf
[e]V) Acc [o]V) Acc [o]V) ‘ Acc

84,51 72,19 85,52

Road marking ‘

Natural 84,3 54,57 68,26

Building
Utility line

Tabla 5.4: Resultados del experimento 2

Aunque de un simple vistazo los resultados son parecidos, pero con tasas de
acierto algo menos elevadas, destaca la obtencion del 0% en las métricas de las
clases “Utility line” y “Fence”. La explicaciébn es simple, en los datos sintéticos
utilizados no habia instancias de dichas clases. Es un resultado esperable y mejorable

si se incluyeran este tipo de elementos en la generacion procedural de ciudades.
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r B

llustracién 5.22: Nube de puntos obtenida llustracién 5.23: Nube de puntos obtenida

Visualmente, en la llustracién 5.22 y la llustracion 5.23 vemos que los
resultados efectivamente siguen siendo buenos para un ejemplo tomado con el
modelo entrenado con Umbrella RepSurf (nube original y nube segmentada
respectivamente). A continuacién, con la Tabla 5.5 vamos a ver la informacion general

del experimento.

Neural Network mioU mAcc OA
PointNet++ 57,22 61,03 91,43
Point Transformer 52,24 57,45 84,63

Tabla 5.5: Resultados generales del experimento 2

En este caso la red que parece devolver mejores resultados es RepSurf. Ello
es algo que se repite cara al anterior experimento, sin embargo, como se habia
adelantado, hay tasas menos elevadas de acierto. Esta reduccién podria ser debida a

multiples factores, destacando:

e La menor densidad de puntos por nube: las nubes de Toronto-3D tienen
una mayor cantidad de puntos (sobre 800 mil) que las de las nubes sintéticas

(sobre 50 mil), por ende, el nUmero de relaciones entre puntos vecinos se
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reduce en este experimento y ocasiona mayores dificultades para aprender

patrones.

e La completitud de la nube LiDAR: la nube de Toronto-3D fue tomada con
un sensor en movimiento mientras que la nube sintética fue tomada con un
sensor inmovil. Pese a que el sensor sintético simulaba al sensor real en su
configuracion, el hecho de no haber aplicado movimiento se traduce en nubes
de puntos con mayor oclusion y menos geometria. Esto hace mas compleja
la deteccion de algunos objetos al ser estudiados Unicamente por los puntos

de una de sus caras.

Sin embargo, aunque esto se pudiera dar, no hay que cegarse con estos
valores procedentes de medias. Hay que tener en cuenta que estos valores se han
perjudicado mucho debido a las clases que no tienen instancias en el conjunto
sintético (clases “Utility line” y “Fence”). Para analizar correctamente el experimento
se va a proceder a presentar unos graficos de barras que comparen por redes y por

métricas los resultados de los experimentos 1y 2.

Similitud del loU entre experimentos Similitud del Acc entre experimentos
(PointNet++) (PointNet++)
100 120
90
30 100
70 30
60
50 60
40
30 40
20 20
10
0
Road m:f:mg Natural | Building Uf‘my Pole ar | Fence 0 Road m:‘:i“jng Natural | Building | - Pole ar | Fence
HioU (exp 1) = 94,06 0,01 93,61 & 8828 61,46 & 68382 84,3 12,2 WAcc(exp1) 9927 @ 001 | 9626 9715 63,05 7674 8738 2964
loU (exp2) = 84,51 5,26 84,3 94,36 0 69,58 77 0 Acc(exp2) | 9579 = 562 91,19 98,26 0 72,26 | 86,13 0
llustracion 5.24: Comparativa entre exp 1y llustracion 5.25: Comparativa entre exp 1y
exp 2 para loU con PointNet++ exp 2 para Acc con PointNet++

En estos primeros diagramas tenemos los resultados comparativos de las
métricas loU (llustraciéon 5.24) y Acc (llustracién 5.25) para la red PointNet++.

Ciertamente obtener los mismos resultados no es posible sin tener los mismos datos
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y la misma semilla entre 2 ejecuciones distintas, sin embargo, se pueden alcanzar
resultados aproximados. Si atendemos a los graficos, podemos observar que para las
clases “Road”, “Natural” y “Car” en el primer experimento se obtuvieron resultados
ligeramente superiores. De igual manera se obtuvieron resultados mejores en el
segundo experimento para las clases “Building” y “Pole” (aunque esta ultima

levemente inferior en el estudio de la forma, la 1oU).

En estos otros graficos (llustracion 5.26 e llustracién 5.27) vemos que hay mas
diferencias. Se trata del modelo entrenado con la red Point Transformer y en este
segundo experimento han mostrado resultados inferiores, sobre todo con las clases
‘Road” y “Natural’, y levemente superiores en las clases “Building” y “Car”. Al igual
gue en PointNet++, los resultados son siempre superiores para la métrica Acc que los
dados por la métrica loU. Podemos decir que Point Transformer ha funcionado por lo
general peor que PointNet++ para este caso, aunque es cierto que se repiten algunos

patrones que se expondran mas adelante.

Similitud del loU entre experimentos Similitud del Acc entre experimentos
(Point Transformer) (Point Transformer)
100 120
90
30 100
70 30
60
50 60
40
30 40
20 20
10
0 0
Road m:fimg Natural | Building U:"‘W Pole ar | Fence Road mRaDerg Natural | Building U‘:‘“W Pole ar | Fence
HioU (exp 1) 93,39 0 90,73 84,95 61,21 68,91 74,37 14,98 W Acc (exp 1) 99,4 0 92,79 97,56 63,73 77,48 79,03 22,1
loU (exp2) = 72,19 8,02 54,57 94,33 0 65,78 75,22 0 Acc (exp2) 88,91 8,63 68,26 98,16 0 67,68 85,39 0
llustracion 5.26: Comparativa entre exp 1y llustracion 5.27: Comparativa entreexp 1y
exp 2 para loU con Point Transformer exp 2 para Acc con Point Transformer

En estos udltimos diagramas, llustracion 5.28 e llustracién 5.29, vemos los
resultados con el método de Umbrella RepSurf. Ciertamente son resultados mas
similares a los que encontrabamos con la red PointNet++, con valores mas parejos
entre ambos experimentos, aunque algo por debajo a los obtenidos con el primer

experimento mientras que la media de estos supera a la de las demas redes.
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Encontramos mejora de rendimiento dentro este experimento con las clases “Building”

y “Car” (la loU de este ultimo es algo inferior pero aun muy igualado con la referencia).

Similitud del loU entre experimentos Similitud del Acc entre experimentos
(Umbrella RepSurf) (Umbrella RepSurf)
120 120
100 100

o

o

80 80
60 60
40 4
20 I 2
0 - 0 -
oad vtility | pore Car | Fence Road | R ' Natural | Building| U ca

I
‘ ) Y poje r | Fence
line marking ne

Roa
Road Natural | Building p

marking
WioU (exp1) 94,05 1,37 94,49 = 89,84 | 63,22 @ 72,43 81,7 18,72 W Acc (exp1) | 99,22 137 96,42 = 96,78 = 64,29 84,5 88,24 | 43,62

loU (exp2) | 85,552 9,74 88,05 95,31 0 70,19 80,85 0 Acc (exp 2) = 95,36 10,94 93,82 98,92 0 72,39 90,89 0

llustracién 5.28: Comparativa exp 1y exp 2 llustracién 5.29: Comparativa exp 1y exp 2
paraloU con RepSurf para Acc con RepSurf

Llegados a este punto, lo cierto es que es interesante mencionar una serie de
tendencias globales que se han repetido dentro de las 3 redes. Ello nos puede llevar
a la pregunta de si son fruto del azar o si por el contrario nuestros datos de Synthetic

Cloud 3D no son tan parecidos a los reales (los del conjunto de Toronto-3D):

e Laclase “Buildings” con los datos sintéticos se ha visto beneficiada en
todos los casos en comparacion con el experimento base. Esto podria
deberse a la mayor simplicidad de la geometria que ahora tienen las paredes
de estos frente a la que tenia en los datos reales, las cuales representaban
pequefas irregularidades. Si se quisiera simular dichas irregularidades en los
datos sintéticos, una idea para posteriores investigaciones podria ser la de
introducir aumentacién en forma de ruido, asignando pequefias variaciones

en la posicion de los puntos de los edificios.

e Ha aumentado en todos los casos la deteccion del objeto “Road
Marking”. Como se puede observar, en este experimento los modelos estan
intentando predecir las marcas del suelo. Para detectar estas marcas no hay
geometria ni color que ayuden a la deteccion, lo cual significa que esta

aprendiendo patrones en funcion de las posiciones relativas de los objetos
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representados en la nube. Ello nos hace pensar que el conjunto de datos
tiene poca diversidad, porque de tenerla no se podrian detectar objetos de
los cuales no se tiene nada de informacién y que deberian de ser invisibles
para el modelo. Esto también puede conllevar un posible sobreaprendizaje

gue sesgue nuestros resultados.

e Laclase “Road”, clase mayoritaria de Toronto-3D, siempre se perjudica
con los datos sintéticos. Pese a una aparente simplificacion del suelo y
siguiendo el mismo razonamiento llevado con la deteccion de edificios, la
l6gica nos dice que deberian mejorarse los resultados. Pero nada mas lejos
de la realidad los modelos sorprenden empeorando para todas las redes. En
este caso lo que puede estar sucediendo es que la simplicidad de los datos
sintéticos haga que el modelo genere patrones levemente funcionales para
detectar el objeto “Road Mark”, entorpeciendo la decisién. Con los datos
reales es seguro que hay mayor variacion sobre la forma y posicion de las
marcas viales, haciendo que sea mas complicado encontrar un patron que se
ajuste y provocando como resultado la eleccion del objeto “Road” cuando hay

duda entre si un punto es de carretera o de marca vial.

Tras el estudio detenido de los resultados podemos decir que, aun habiendo
conseguido tasas de acierto parejas con el anterior experimento, se han detectado
tendencias generales que muestran posibles diferencias entre los datos reales y
sintéticos. Estas diferencias son causadas principalmente por la cantidad de puntos
entre las nubes, la densidad variable dentro de ellas, la falta de ruido en la geometria

sintética frente a la real y la falta de variabilidad en la generacion procedural.

En respuesta a lo que se plantea con la primera hipétesis, lo cierto es que no
se puede llegar a validar por completo el enunciado. Efectivamente el comportamiento
es parecido pese a las posibles diferencias entre datos y se podria decir que todas las
redes son capaces de aprender de manera similar tanto con los datos reales como
con los sintéticos. No obstante, validar por completo la hipotesis a partir de estos
resultados seria irresponsable. Esto es asi porque no se estan teniendo en cuenta las
clases “Utility line” y “Fence” (clases sin instancias sintéticas), a lo que ademas se

aflade la existencia de patrones generales de comportamiento que difieren de los
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encontrados en el primer experimento, destacando en particular aquel detectado con
la clase “Road mark”, cuyo origen no esta claro si es fruto del azar o si en realidad las

redes no se comportan igual frente a esta clase entre la primera y la segunda prueba.

5.4.3 Experimento 3: Entrenamiento con datos sintéticos y testeo
con datos reales

Este tercer experimento busca validar la segunda hipétesis del proyecto, con
diferencia la mas complicada: “El entrenamiento de las redes neuronales con nubes
de puntos reales puede ser sustituido con un entrenamiento alimentado con datos
completamente sintéticos, dando buenos resultados en el testeo con nubes de puntos
reales”. Para ello se han tomado los modelos del experimento 2, es decir, aquellos
entrenados con los datos sintéticos de Synthetic Cloud 3D, pero esta vez se han
probado con los datos reales de Toronto-3D. La hipoétesis podria ser validada cuando
las pruebas muestren resultados tan buenos, como minimo, a los conseguidos en el
experimento que marca la base (experimento 1). A continuacion, se muestran los

resultados recopilados en la Tabla 5.6.

I PointNet++ ~ PointTransformer ~ Umbrella RepSurf |

loU Acc

loU2 Acc3 loU4 Acch5

Road
Road marking
Natural

|
|
|
| 6787 |

Building
Utility line ‘
Pole ‘
Car ‘

Fence

Tabla 5.6: Resultados del experimento 2

Como se adelantaba, era un experimento complicado, con muchas variables e
incertidumbre. Al igual que sucedia en el experimento 2, el modelo esta entrenado con
archivos que no poseen puntos de las clases “Utility line” y “Fence”, por lo que le es
imposible detectarlos en el testeo. Pese a ello, a nivel general si que parece que ha
habido una bajada importante en la eficacia. Parece que la deteccion de la clase

“Road” sigue teniendo buenos resultados, seguida de la deteccion de la clase “Natural”
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y “Buildings”. En cuanto al resto de clases no se puede decir precisamente que haya

habido buenos resultados, aunque si que hay indicios de deteccion de la clase “Car”.

Visualmente hablando, la llustracién 5.30 muestra la nube esperada y la
llustracion 5.31 es la nube obtenida. Como se aprecia, tienen bastante parecido y
podemos decir que estos mejoran en la deteccion de los objetos de gran tamafio,

aunque haya algo de imprecision.

o X r:

llustracion 5.30: Nube de puntos esperada llustraciéon 5.31: Nube de puntos obtenida

A nivel general entre las 3 redes podemos decir, tal y como sugiere la Tabla
5.7, que la que mejor ha funcionado es Point Transformer. Esto es curioso porque
para todos los experimentos de este proyecto es la que peores resultados ha tenido
siempre. Esto plantea la posibilidad de que Point Transformer sea méas capaz de
encontrar los atributos que caracterizan a los objetos a nivel general que el resto de

redes, las cuales estan mas sesgadas al tipo de datos de entrenamiento.

Neural Network ~ mou  mAcc

32,61 38,32 [

Umbrella RepSurf 31,74 37,03 81,63

Tabla 5.7: Resultados generales del experimento 3
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Es importante mencionar que, pese a los aparentes resultados deficientes
obtenidos, hay un valor para el OA del 86.55, es decir, en mas del 86% de los casos
se han evaluado los puntos correctamente. Esto supone un error de solo un 14%, un
error muy bajo pero que como vemos por el resto de métricas y que, en contraste con
la tabla anterior, viene a decirnos que hay muchos puntos de las clases minoritarias
gue no se clasifican correctamente. Ello es algo a considerar porque en ocasiones la
importancia del problema recae en encontrar ese pequefo porcentaje de puntos, algo
comun por ejemplo en la deteccion de vehiculos o peatones dentro de la conduccion
autonoma, un problema que, con los resultados obtenidos, este modelo no seria capaz
de funcionar en carreteras reales como las de Toronto-3D. Cambiando la forma de ver
esta explicacion, podemos decir que estos modelos, de primeras, son capaces de
detectar grandes objetos representados por inmensas masas de puntos, pero no lo

son para detectar los detalles representados por pocas cantidades de puntos.

En lo consecutivo se analizaran en detalle los resultados entre este
experimento y el de referencia en busqueda de mas informacion. Primeramente,
tenemos los valores del modelo entrenado con la red PointNet++. Obsérvese que la
clasificacion de puntos, métrica Acc (llustracion 5.32), de las clases “Road” y “Natural”
arroja resultados similares a los vistos en la primera prueba, aunque se aprecia una
bajada en la precisién de la forma, dada por loU (llustracion 5.33), sobre todo en la
clase “Natural”. Al igual que en el experimento 2, las clases “Utility line” y “Fence”,
siguen sin detectarse, encontrandose también repetido el fendmeno visto con “Road
marking”. Por otro lado, separamos las clases “Building” y “Car”, que se han detectado
con una frecuencia destacable, aunque con mucha menos precision tanto en loU y
Acc. Finalmente, y con gran importancia, hay que subrayar que se ha perdido casi por
completo la deteccion de la clase “Pole” frente a anteriores experimentos,

detectandose incluso menos que la clase “Road marking”, que deberia ser invisible.
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Similitud del loU entre experimentos Similitud del Acc entre experimentos
(PointNet++) (PointNet++)
100 120
90
80 100
70 80
60
50 60
40
30 40
20 20
10
0
Road mz‘:i“:‘g Natural | Building U""‘V Pole ar | Fence 0 Road m':::mg Natural | Building UI“"‘V Pole | Car | Fence
HioU (exp1) = 94,06 0,01 93,61 = 8828 | 6146 6882 84,3 12,2 M Acc(expl) 9927 | 001 | 9626 97,15 63,05 76,74 8738 29,64
HioU (exp3) 855 31 60,01 | 31,04 0 17 12,18 0 Acc(exp3) 89,68 |« 887 |« 92,69 37,14 0 1,79 | 14,69 0
llustracion 5.32: Comparativa entre exp 1y llustracion 5.33: Comparativa entre exp 1y
exp 3 para loU con PointNet++ exp 3 para Acc con PointNet++

Por parte de la red Point Transformer (llustracion 5.34 e llustracion 5.35) no hay
diferencias en la deteccion de la carretera ni de sus marcas viales. Respecto a la red
anterior, se repite la bajada de la precision en la forma, IoU, para la clase “Natural”,
de igual manera que se repite la reduccion en ambas métricas para las clases
“Building” y “Car”. De cara a la deteccion de los puntos clasificados como “Pole”, esta

red tampoco parece detectar dicha clase con éxito.

Similitud del loU entre experimentos Similitud del Acc entre experimentos
(Point Transformer) (Point Transformer)
100 120
90
80 100
70 80
60
50 60
40
30 40
20 20
10 I I
0
Road m:rzmg Natural | Building UT""V Pole ar | Fence 0 Road m'z‘r’img Natural | Building UI‘""V ar | Fence
HioU (exp1) 93,39 0 90,73 84,95 61,21 68,91 74,37 14,98 W Acc (exp 1) 99,4 0 92,79 97,56 63,73 77,48 79,03 221
MioU (exp3) 93,45 0 67,87 50,91 0 007 | 16,82 0 Acc (exp3) 9837 0 90,55 = 64,93 0 0,08 | 2513 0
llustracion 5.34: Comparativa entreexp 1y llustracion 5.35: Comparativa entre exp 1y
exp 3 para loU con Point Transformer exp 3 para Acc con Point Transformer
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Finalmente, para Umbrella RepSurf (llustracion 5.36 e llustracion 5.37) vemos
similitudes importantes con las anteriores redes, pero sobre todo con la red
PointNet++ para todas las clases y en ambas métricas. Como vemos, la clase “Road”
se detecta bien, hay una reduccién en la deteccion de la forma para la clase “Natural”,
se reduce mucho la correcta clasificacion y forma de los puntos de las clases “Building”
y “Car”, y se da el fenomeno de la clase “Road marking” y “Pole”. Esta red, al igual

gue PointNet++, obtiene peores resultados que Point Transformer.

Similitud del loU entre experimentos Similitud del Acc entre experimentos
(Umbrella RepSurf) (Umbrella RepSurf)
100 120
90
80 100
70 80
60
50 60
40
30 40
20 20
10 I
0 - 0 -
Road m:‘:i:‘g Natural | Building UIT!‘:V pole | Car | Fence Road mz‘:::\g Natural | Building U‘f‘n'y Pole | Car | Fence
HioU (exp1) 94,05 137 | 94,49 @ 8984 | 6322 7243 817 18,72 M Acc(expl) 99,22 1,37 96,42 = 96,78 = 64,29 84,5 88,24 | 43,62
loU (exp 3) = 90,53 0,63 57,8 18,52 0 0,2 18 0 Acc (exp 3) = 95,36 1,03 95,48 19,36 0 0,2 21,88 0
llustracion 5.36: Comparativa entre exp 1y llustracion 5.37: Comparativa entre exp 1y
exp 3 para loU con RepSurf exp 3 para Acc con RepSurf

Como se ve y se adelantaba en el experimento 2, los datos reales tienen
diferencias apreciables, al menos cara a la deteccion interna de patrones, pues de no
ser asi se habrian segmentado las nubes con un éxito similar al del experimento 1. De
entre las tendencias generales encontramos el buen funcionamiento de las clases
“‘Road” y “Natural”, asi como la reduccién de la precision en otras como “Building”,

pero vamos a destacar en concreto los siguientes comportamientos:

e Laimposibilidad de deteccion de la clase “Pole”, algo que posiblemente
se dé porque los modelos confunden a las farolas con el tronco de los arboles,
marcando todas las farolas como parte de la vegetacion por ser el tipo de

objeto que mas ha visto en su entrenamiento.
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e La gran bajada de precision en la deteccién de los vehiculos, algo que
seguramente esté causado por tener fragmentos de ciudades inmdviles.
Durante la medicion de la ciudad de Toronto-3D habia vehiculos en
movimiento y estos eran escaneados por el LIDAR en lugares distintos en
cada pasada que hacia. Sin embargo, en los fragmentos procedurales que
nosotros hemos hecho los vehiculos no se mueven y en todas las pasadas
todos los vehiculos se sitian en el mismo sitio. Esta diferencia en la
representacion de los vehiculos puede estar entorpeciendo al modelo para
detectar la totalidad de los puntos clasificados con la clase Car cuando se

prueba con datos reales.

Tras estas pruebas, es importante comentar que no se puede validar la
hipdtesis de sustitucion total de los datos con este experimento dado que no se ha
alcanzado a igualar o superar los resultados del primero. No obstante, los resultados
si que muestran que con datos sintéticos se puede reconocer correctamente algunos
elementos, lo que nos lleva a pensar que con una generacion procedural mas realista
se podrian obtener mejores resultados que pudieran llevar a la validacion de la

hipotesis.

A partir de este experimento, y como paso intermedio entre esta investigacion
y una proxima que tenga en cuenta las mejoras que se proponen en esta memoria,
surge la duda si seria posible conseguir el efecto buscado, pero con unos datos de
entrenamiento parcialmente sintéticos. Con ello se propone una ultima hipétesis

dentro de este proyecto:

e Hipodtesis 3: “El entrenamiento con datos completamente sintéticos puede
mejorarse mucho introduciendo un bajo porcentaje de nubes de puntos

reales, mejorando la deteccion de detalles”.

544 Experimento extra: Entrenamiento con datos mixtos vy
testeo con datos reales

Este cuarto experimento adicional tratara de validar la hipétesis 3, presentada

en las conclusiones del experimento 3. Ahora lo que se hara es entrenar las redes con
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un 80% de datos sintéticos (Synthetic Cloud 3D) y un 20% de datos reales (Toronto-
3D), para posteriormente probar los modelos con datos reales. Con ello se busca
reducir la cantidad de datos reales necesarios para obtener un modelo con resultados
cercanos a los que se obtendrian si se hubiera entrenado con el 100% de los datos
reales. Se podra decir que el experimento tiene éxito y valida la hipotesis si es capaz
de mejorar los resultados que se tuvieron con el experimento anterior. Dicho esto,

veamos la tabla de resultados, Tabla 5.8.

PointNet++ Point Transformer Umbrella RepSurf
loU Acc loU Acc loU Acc

Label

Road marking

Natural 76,36

Building 79,55 60,93

Utility line

30,79 33,45

Tabla 5.8: Resultados del experimento 4

Los resultados de este experimento son bastante mejores a los resultados
conseguidos con el experimento 3 y mas cercanos aparentemente a los del
experimento 1. Visualmente se observa la nube original frente a la obtenida con la

llustracion 5.38 e llustracion 5.39 respectivamente:

llustracion 5.38: Nube de puntos esperada llustraciéon 5.39: Nube de puntos obtenida
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En cuanto a las métricas generales (Tabla 5.9), ahora la red que mejor ha
funcionado de media ha sido la red PointNet++, con resultados muy cercanos a los
conseguidos con el médulo Umbrella RepSurf y alcanzando un valor OA de hasta el
92.15%.

Neural Network mlioU mAcc OA
Point Transformer 40,72 47,04 82,69
Umbrella RepSurf 53,59 58 92,05

Tabla 5.9: Resultados generales del experimento 4

Para ver en detalle los resultados se estudiaran los diagramas de barras
(Hlustracién 5.40 e llustracion 5.41) que enfrentan los obtenidos en este experimento
con los obtenidos del experimento 1 para ver lo préximos que se encuentran,
afladiendo ademas los resultados del experimento 3 para comprobar si ha habido y
cémo ha sido la mejora de los resultados. Comenzando con la red PointNet++, los
resultados mejoran en todos los casos frente al experimento 3, obteniendo valores de
loU y Acc muy similares sobre todo con las clases “Road”, “Natural” y “Building”. En
este experimento ademas se recupera la deteccion de las clases “Utility line” y “Pole”,

mejorando mucho la deteccion de la clase “Car”.

Similitud del loU entre experimentos
(PointNet++)

Similitud del Acc entre experimentos
(PointNet++)

100 120
90
80 100
70 80
60
50 60
40
30 40
10
0 n - I I - 0 -

Road

Utilit
Natural v

Utilit
Y| pole Car | Fence Road ine

Road
Road h )
line marking

Natural | Building Building Pole Car Fence
marking

HioU(expl) 9406 = 001 9361 & 8828 61,46 6882 843 12,2 WAcc(exp1) 99,27 96,26 = 97,15 | 6305 7674 8738 29,64

HioU (exp 3) 85,5 31 60,01 31,04 0 17 12,18 0 Acc (exp3) | 89,68 92,69 37,14 0 1,79 14,69 0

WioU (exp4) = 93,16 0 84,63 | 7955 2896 4876 57,85 @ 162 WAcc (exp4) | 98,39 0 96,13 88,82 2943 5592 694 162

llustracion 5.40: Comparativa entre exp 1,
exp2y exp 3 para loU con PointNet++

llustracion 5.41: Comparativa entre exp 1,
exp2y exp 3 para Acc con PointNet++
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En cuanto a la red Point Transformer (llustracion 5.42 e llustracion 5.43), lo
primero que destaca es que los mejores resultados para la clase “Road” se obtuvieron
en el experimento 3y no se han podido mejorar con ningun experimento. Esto se debe
a lo que anteriormente se explico relacionado a los errores en la clasificacion de la
carretera procedentes del intento de detectar la clase “Road marking”. Referente al
resto de clases el comportamiento del modelo en este experimento frente al anterior
mejora, aunque poco en la mayoria de casos, siendo ademas superado en

rendimiento por los resultados del experimento 1.

Similitud del loU entre experimentos Similitud del Acc entre experimentos
(Point Transformer) (Point Transformer)
100 120
90
80 100
70 80
60
50 60
40
30 40
20 | 20 |
z | |
O n [ ] I 0 I - I
Road mRa‘:E_‘dng Natural | Building UIT:SV Pole | Car | Fence Road mRar:E\(:\g Natural | Building U‘:\nlgv Pole | Car | Fence
HioU (exp1) 93,39 0 90,73 | 84,95 @ 61,21 6891 7437 14,98 HAcc(expl) 994 0 92,79 = 97,56 = 63,73 7748 79,03 22,1
loU (exp3) = 93,45 0 67,87 50,91 0 0,07 16,82 0 Acc (exp3) | 98,37 0 90,55 | 64,93 0 0,08 25,13 0
HWioU (exp4) 83,88 336 | 76,36 6093 2,77 835 | 30,79 0 HAcc(exp4) 8816 1166 87,18 = 9154 2,78 8,59 33,45 0
llustracién 5.42: Comparativa entre exp 1, llustracion 5.43: Comparativa entre exp 1,
exp2y exp 3 para loU con Point exp2y exp 3 para Acc con Point
Transformer Transformer

Para terminar, RepSurf (llustracion 5.44 e llustracion 5.45) repite los
comportamientos que tenian las otras redes. Se obtienen resultados mejorados
respecto al experimento 3 pero aun inferiores a los del experimento de referencia.
Entre lo mas destacable esta la mejora de la deteccion de la forma, IoU, de la clase
“Natural” frente al anterior experimento teniendo en cuenta que en este la cantidad de

puntos correctamente clasificados era similar.

Escuela Politécnica Superior de Jaén 133



Experimentacion en framework para redes neuronales con

Victor Rodriguez Cano diferentes conjuntos de datos LIDAR reales y sintéticos
Similitud del loU entre experimentos Similitud del Acc entre experimentos
(Umbrella RepSurf) (Umbrella RepSurf)

100 120
90
80 100
70 80
60
50 60
40
30 40
10 I
0 — 0 - .
Road m';‘::i‘:‘g Natural | Building UIT:‘:V Pole | Car | Fence Road m:‘:i:\g Natural | Building U‘:::V Pole | Car | Fence
mioU (exp1) = 94,05 = 1,37 = 9449 & 89,84 6322 7243 817 1872 BAcc(expl) | 99,22 | 1,37 | 9642 96,78 @ 6429 | 845 | 8824 43,62
loU (exp3) = 90,53 = 0,63 578 | 1852 0 0,2 18 0 Acc(exp3) | 9536 @ 1,03 | 9548 @ 19,36 0 0,2 21,88 0
HioU (exp 4) 93,4 0,53 83,28 83,93 28,13 50,79 42,18 0,06 M Acc (exp4) = 98,39 0,53 98,28 90,99 28,46 59,1 46,18 0,06
llustracion 5.44: Comparativa entre exp 1, llustracion 5.45: Comparativa entre exp 1,
exp2y exp 3 para loU con RepSurf exp2y exp 3 para Acc con RepSurf

En cuanto a patrones generales interesantes detectados podemos decir que:

e Semejoranlos resultados en gran medidafrente al experimento anterior

en todas las redes, destacando la red PointNet++.

e Serecuperala deteccion de la clase “Pole” en este experimento frente al
anterior, lo cual nos indica que ahora es capaz de diferenciar correctamente

las clases “Pole” y “Natural”.

e La clase “Fence” sigue siendo muy complicada de detectar dado que

apenas hay instancias de ella en el conjunto de entrenamiento.

En vista del analisis esta vez si que podemos validar la dltima hipoétesis, la hipétesis
3. Hemos conseguido demostrar que las redes son capaces de mejorar mucho su
rendimiento incluyendo s6lo un pequefio porcentaje (20%) de datos reales a nuestro

entrenamiento.
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6 RESULTADOS Y DISCUSION

Para la obtencion de los resultados de este proyecto fue necesario generar
proceduralmente un conjunto de ciudades con el software de CityEngine.
Posteriormente esas ciudades fueron fragmentadas y etiquetadas con una aplicacion
desarrollada en Unity exclusivamente para este proyecto. Ese etiquetado era
completamente personalizado, gracias a una serie de tablas de conversion que

permitian asociar etiquetas y materiales a los objetos segun su textura.

llustracion 6.1: Fragmento de ciudad sintético etiquetado

Para dichos fragmentos se ubicé un sensor LIDAR virtual y se obtuvo un
conjunto de nubes de puntos que, tras aplicar una seleccion y procesado de datos, se
utilizé para crear un nuevo dataset, bautizado como Synthetic Cloud 3D.

- —

llustracion 6.2: Nube de puntos sintética
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Una vez en posesion del dataset sintético Synthetic Cloud 3D y del dataset real
Toronto-3D, comenzd una etapa de experimentacion que buscé validar 2 hipotesis
iniciales mediante la realizacion de 3 experimentos. Para ello se seleccion6 y se
adapt6 en los ordenadores del laboratorio un proyecto que incluia multiples redes
neuronales aplicadas a nubes de puntos: PointNet++, Point Transformer y Umbrella
RepSurf (mdédulo que trabaja sobre PointNet++ SSG). Tras la realizacion de los
experimentos no se consiguid llegar a resultados concluyentes, pero si que hubo
grandes avances para la investigacién. Con un experimento se pudo comprobar que
todas las redes eran capaces de aprender de manera mas o menos similar, al menos
para las clases que tenian instancias. Mientras tanto en otro experimento se consiguio
ver que, aunque no se puedan sustituir los datos reales por datos sintéticos, si que
existian patrones que prometian que con una generacion procedural mas avanzada
podria llegar a conseguirse. Ademas, a raiz del Ultimo experimento surgié una nueva
hipotesis que cuestionaba si era posible que, con una baja cantidad de datos reales,
se pudieran mejorar los resultados de este. Esta hipétesis extra supuso la realizacion

de un experimento adicional que finalmente logré validarla con éxito.

Resumiendo de forma comparativa y a gran escala los resultados entre los
experimentos tenemos los siguientes graficos, los cuales nos muestran por red cuales

han sido los valores registrados por las métricas.

Resumen PointNet++
100 94,64

91,43 92,15
90 79,17
80 72,17
66,97
70 5722 61,03 59,97
60 ’ 54,95
50
38,32

40 32,61
30
20
10

0

mloU mAcc OA
M Experiment 1 M Experiment 2 Experiment 3 Experiment 4

llustracion 6.3: Comparacion de resultados generales en PointNet++
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En PointNet++ (llustracion 6.3) se han obtenido en todos los casos los mejores
resultados con el experimento 1 (entrenamiento y prueba con datos reales) mientras
gue los peores datos se han conseguido con el experimento 3 (entrenamiento con
sintéticos y prueba con reales). Los resultados del cuarto experimento (entrenamiento
con datos mixtos y prueba con reales) a nivel general fueron muy similares a los
resultados con el experimento 2 (entrenamiento y prueba con datos sintéticos). En
todos los casos y para todas las métricas, el experimento 4 mejora al experimento 3.
Centrandonos en las métricas, se muestra mayor facilidad en la medicion de la Acc,
cantidad de puntos acertados por clase de media, que la del loU, asociado a la forma.
De cara al OA podemos ver que la amplia mayoria de los puntos se clasifican
correctamente, superando el 90% en todos los experimentos a excepcioén del tercer

experimento.

Resumen Point Transformer

100 93,84
90 84,63 86,25 g5 69
80 70,23
70 65,39
57,45
60 52,24
47,04

50 40,72 42,12
40 36,57
30
20
10

0

mloU mAcc OA
M Experiment 1 M Experiment 2 Experiment 3 Experiment 4

[lustracién 6.4: Comparacion de resultados generales en Point Transformer

En Point Transformer (llustracion 6.4) se vieron los peores resultados a nivel
general entre los experimentos. Curiosamente esta red consiguio destacar sobre las
otras en el experimento 3, donde se obtuvieron resultados que llegaron a crecer frente
al experimento 2y 4 en la métrica OA. Pese a esos resultados que incluso aumentaron
el OA, lo cierto es que relacionado al loU y al Acc los resultados eran mas bajos.
Igualmente, los mejores resultados se daban con el primer experimento, pues el
segundo experimento tuvo peores resultados y el cuarto experimento tampoco llego a

igualar ni al primero ni al segundo.
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Resumen Umbrella RepSurf

100 94,82 g3 3 92,05
90 81,63
80 68,2 74,94
70 58,85 62,48 58
60 53,59
50
40 31,74 37,03
30
20
10

0
mloU mAcc OA
M Experiment1l M Experiment2 M Experiment3 Experiment 4

llustracién 6.5: Comparacion de resultados generales en RepSurf

Umbrella RepSurf (llustracion 6.5) dio resultados que en mas de una ocasion
eran similares a la de la red PointNet++. Los mejores resultados siguen siendo
aquellos del experimento 1 y los peores los del resultado 3, encontrandose los
resultados de los experimentos 2 y 4 practicamente parejos. Al igual que antes, la OA
muestra como la mayoria de los puntos son correctamente etiquetados, siendo el 81%

en el peor de los casos y superando el 92% para el resto.

En lo que a tiempos de ejecucién se refiere (entrenamiento + prueba) como
vemos en la Tabla 6.1, el experimento 1 fue el mas lento, mientras que el experimento
2 fue el mas rapido. Esto se debe a que el experimento 1 trabajaba Unicamente con
datos reales, los cuales de media tienen 800000 puntos por nube, y el experimento 2
Unicamente con datos sintéticos, los cuales tienen 50000 puntos por nube. Por tanto,
a mayor niumero de puntos mayor es el tiempo de ejecucion y viceversa. Relacionado
a la velocidad de ejecucion en funcion de la red, se puede apreciar que la red mas

rapida es la red PointNet++, mientras que la mas lenta es Point Transformer.
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PointNet++ Point Transformer Umbrella RepSurf ‘

Experimento 1
Experimento 2

Experimento 4 997

393
12 507 1

Experimento3 | 164 549 I
247 411 |

Tabla 6.1: Comparativa de tiempos totales entre redes (en minutos)

Tras los andlisis realizados, cabe mencionar también que se considera que la

experimentacion tiene un margen de mejora que podria hacer posible la validaciéon de

la hipétesis 1y 2 del proyecto. Para ello habria que tener en cuenta tal y como se ha

comentado, la densidad y el nUmero de puntos por nube, la caracteristica del color, la

falta de ruido en las nubes sintéticas, la movilidad del sensor LIDAR y la naturaleza

inmovil de los fragmentos sintéticos.
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/ CONCLUSIONES Y TRABAJOS FUTUROS

El presente no seria hoy sin el futuro que un dia alguien imagino. La creatividad
propone los proyectos de ingenieria mas punteros y quien los hace posibles son la
investigacion, el desarrollo, la innovacion y equipos de personas como yo con muchas

ganas de cambiar el mundo.

Sin duda este ambicioso proyecto 1+D+i ha impulsado una nueva linea de
investigacion dentro del laboratorio al que pertenezco. La incertidumbre y la necesidad
de nuevos conocimientos para dar con soluciones novedosas provocaron que me
adentrase en el mundo de la investigacion. Esta se me presenté en un inicio como un
arido terreno que iba mostrando su claridad conforme mas me adentraba en campos
como el Machine Learning, la generacion procedural, tecnologias LIDAR, datasets
para aprendizaje con nubes de puntos, etc. Areas que, si bien no eran del todo nuevas

para mi, si que no las habia trabajado tan en profundidad como hasta el momento.

Gracias al TFM podemos asegurar que he adquirido una gran cantidad de
conocimientos en el ambito de la inteligencia artificial, planificacién y gestion de
proyectos de investigacion, asi como también dentro del desarrollo de software
grafico. Sumado a esto, no solo he afianzado una gran cantidad de saberes de la
carrera y profundizado en muchos otros mas novedosos, sino que he sido capaz de
orientarlos de manera practica y novedosa, dando un fruto merecido a las horas de
investigacion dedicadas al trabajo. En resumidas cuentas, he madurado, al menos

desde el punto de vista personal, en el ambito de la ingenieria.

Personalmente, y dando mi opinidn, pienso que este tipo de trabajos son
apuestas para el mafiana donde, dada la dificultad que presentan, aportan un valor
afladido pese a que no siempre se consigan los resultados esperados. Siendo muy
complicado obtener soluciones concluyentes, me alegro de pensar que esto sera la
base para continuar el trabajo en el laboratorio. Los avances conseguidos permitiran
a otros investigadores continuar la investigacion por donde la dejé, mejorando
aguellos puntos que se han ido detallando dentro de esta memoria, aportando ideas

renovadas y mas novedosas de un futuro que a dia de hoy aln esta por descubrir.
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Para terminar, he de mencionar que este proyecto ha sido emocionante desde

que inicid, sentimiento que impulsé el esfuerzo y dedicacion hacia el mismo. Con ello,

esta investigacion finaliza con unos resultados que, aun no siendo concluyentes para

todas las hipétesis, considero muy buenos y sobrepasan las estimaciones calculadas

al inicio del trabajo. Relativo a los trabajos futuros, se enumeraran algunos de los

aspectos a pulir que quedaran pendientes para una proxima ocasion:

Creacion de un prototipo que aplique los modelos dentro de una actividad
real que pueda ayudar de forma directa a la poblacion proporcionando un

servicio.

Experimentacidén con otros conjuntos de datos, tales como los ofrecidos
por Semantic3D, Semantic KITTI, Paris-Lille-3D o DublinCity.

Ampliacion del hardware y uso de servidor para ejecutar el proyecto de
redes neuronales con mayor cantidad de datos, lo que permitiria obtener un

modelo mas consistente.

Incremento de la variabilidad de las ciudades, introduciendo para su
generacion un conjunto mayor de reglas de generacion procedural, una
mejora del realismo de los modelos y mayor ruido (por ejemplo, personas y

vehiculos con animacion).

Disefio de un algoritmo para la generacion procedural de ciudades que
permita una mayor personalizacién y suponga una alternativa de cdédigo
abierto util para la comunidad cientifica. Esta propuesta puede incluir el uso
de las redes generativas para generar modelos de edificios, mobiliario
urbano, vegetacion y personas para utilizar las ultimas tecnologias en pro de

unos resultados mas variados y de calidad.

Mejora de las nubes sintéticas usadas para los experimentos propuestos
en este proyecto, incorporando al menos: un LIDAR virtual en movimiento
para captura mas detallada del entorno, captura del color junto con la posicion

de los puntos y mayor aumentacion.

Mejora de lainterfaz de la aplicacion para fragmentar y etiquetar ciudades,

algo en lo que por las restricciones temporales no se ha entrado en
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profundidad, pero si que es importante porque simplificaria su uso para

futuras investigaciones.

Como vemos aun hay trabajo por hacer para desarrollar esta linea de
investigacién, por lo que espero fantasticas ideas y mejoras de aquella persona que

continde, de igual manera que también esperaré ansioso ver algun dia resultados que

confirmen nuestras hipotesis.
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8 APENDICES

En esta seccidn se afadira la documentacion complementaria requerida para

garantizar una comprension completa del proyecto.

8.1 Guiaoriginal del Trabajo Fin de Titulo

El entrenamiento de redes convolucionales para la segmentacion y clasificacion
de puntos en nubes de puntos estd muy limitado por la escasez de datasets
completamente etiquetados que permitan realizar un entrenamiento completo, mas
alla de los atributos relativos a la posicion de los puntos. En este sentido, la necesidad
de generar datasets sintéticos, completamente clasificados, que permitan el
entrenamiento de las redes se vuelve imprescindible, si bien es crucial que la calidad
de los datasets sintéticos sea similar a la de los datasets reales. En este TFM se
propone la creacién de un generador de entornos urbanos 3D, con alto grado de
realismos, de manera que las escenas generadas con el mismo puedan ser utilizadas
como datos de entrada de simuladores de sensores LIDAR. De esta manera se
lograrian datasets sintéticos que podrian ser utilizados para realizar el entrenamiento

de CNNS, permitiendo controlar los tipos de escenas usadas.

El trabajo incluird no solamente la generacion de estos datasets sino también
el entrenamiento de algunas de las arquitecturas de CNNs mas utilizadas en el &mbito
de las nubes de puntos, con el fin de realizar una comparativa entre los resultados

obtenidos por entrenamientos de las mismas con datos reales y sintéticos.

8.1.1 Conocimientos previos

Se requieren conocimientos de informatica grafica y manejo de CNNs.

8.1.2 Objetivos del TFM

e Integrar elementos de Inteligencia Artificial e Informatica Gréafica para obtener

productos de gran calidad.

e Obtener un generador de entornos urbanos, parametrizable, que permita la

definicién de dichos entornos de forma sencilla.
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e Integrar los resultados con un simulador LIDAR externo para la obtencion de

datasets etiquetados.

¢ Iniciarse en los mecanismos de investigacion en el ambito de la informatica, en

concreto en realizacion de experimentacion de calidad.

8.1.3 Metodologia a desarrollar

Se utilizard una metodologia incremental, dado que no se conocen con detalle
los resultados a obtener. Ademas, se utilizard una metodologia propia de la
experimentacion cientifica, con formulacion de hipétesis, disefio de experimento,

ejecucién, obtencion de resultados y analisis de los mismos.

8.1.4 Documentacion y formatos de entrega

Se entregara la documentacién en formato PDF y el codigo generado en un

repositorio GIT o similar.
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8.2 Manuales de usuario

8.2.1  Aplicaciéon para generar fragmentos de ciudades

Esta aplicacion no requiere instalacion, pues es un proyecto de Unity 23.2.7.f1,
simplemente debera iniciarse con esa version. Este proceso puede tardar un poco si
es la primera vez que se abre. Tras iniciarlo, debera ejecutarse la Unica escena que
hay y pulsar el boton “GENERAR FRAGMENTOS”, tal y como se aprecia en la

llustracion 8.1.

Tras darle una vez habra que esperar unos segundos hasta que la interfaz
cambie y se empiecen a devolver fragmentos. Una vez termine de generar los
fragmentos se puede volver a generar fragmentos (incluso cambiando los valores de

configuracién) tocando de nuevo el boton.

GENERAR
FRAGMENTOS

oF

llustracion 8.1: Aplicacion fragmentadora abierto en Unity

A continuacion se mostrara la informacion a tener en cuenta en formato de

pregunta y respuesta.
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8.2.1.1

¢Como configurar el fragmentador?

Si se observa la jerarquia de objetos a la izquierda de la interfaz, se encontrara

un objeto llamado “Configuracion”. Seleccionandolo aparecera en el inspector un

conjunto de atributos personalizables de manera que se permite:

Indicar cudl es la ciudad que se fragmentara (objeto Ciudad de la escena).

Indicar el dataset customizado. Esto servird para obtener un archivo util para
el sensor LIDAR virtual que permita etiquetar objetos segun el conjunto de un

dataset concreto o personalizado.

Indicar el nimero de puntos donde se generaran fragmentos. Atencion: este
namero es posible que no equivalga al numero de fragmentos que realmente
se generen posteriormente. Esto se debe al funcionamiento interno y no es

un error.

Indicar la capa, que es “Carretera”. Si se desea cambiar se tiene que utilizar
el nombre de la etiqueta del dataset ETIQUETAS_PROPIAS.

Indicar el radio del fragmento.

Indicar el incremento de altura maximo y minimo, siendo estos la altura que
varia respecto al suelo para que no colisione la malla con el centro del

fragmento.

Indicar la distancia de separacion es la distancia entre centros de los
fragmentos. Para que dos fragmentos cualesquiera no compartan nada, esta

distancia debe ser mayor o igual al doble del radio del fragmento.

Indicar la uniformidad de fragmentos marcando la cantidad de vacio que se
permite en cada uno de ellos. Por ejemplo, un valor de 0.8 tiene poco vacio,

mientras que un valor de 0.2 puede llegar a tener mucho vacio.

Indicar si se desea previsualizaciéon LiDAR.

- El resto de parametros son atributos tipicos utilizados para configurar un LIiDAR.
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8.2.1.2 ¢Como cambiar de ciudad para procesarla en la aplicacion?

Para cambiar las ciudades que se segmentaran hay que ir a la carpeta:

...\Fragmentador de ciudades\Assets\CiudadesCompletas

Una vez ahi, deberan meterse todos los archivos que haya dentro de:

...\Fragmentador de ciudades\Assets\CiudadesCompletas\Otras ciudades~

Posteriormente se moverd la carpeta con las mallas y texturas a la siguiente

direccion, junto con su archivo de metadatos correspondiente:

...\Fragmentador de ciudades\Assets\CiudadesCompletas

Esto se hace asi porque Unity internamente identifica con un ID todas las mallas
y objetos del proyecto, por lo que si hay demasiados, se queda sin IDs que asociar y
falla. Para evitarlo lo que hacemos es guardar en la carpeta Otras ciudades~ aquellas
ciudades que no se estén utilizando. Atencion: Unity dara problemas si se usa mas de
unaciudad a lavez, por lo que se recomienda que Unicamente haya una en uso dentro

de la carpeta CiudadesCompletas.

Una vez la ciudad esté ubicada en la carpeta de carga, carpeta
CiudadesCompletas, se abre Unity y esperamos a que cargue. Este proceso puede
conllevar varios minutos. Una vez esté Unity abierto, Tendremos que irnos a la Unica
escena, ir al objeto Ciudad, y eliminar todos los objetos hijos que cuelguen de él en la
jerarquia. Si en algin momento se borra el objeto de la ciudad, existe un prefab igual

en la carpeta de prefabs.

Una vez limpio el objeto ciudad, se debe ir a la carpeta donde estéa la ciudad
(CiudadesCompletas) y abrirla, algo que puede demorar varios minutos o mas si la
ciudad es grande. Una vez abierta, debe ponerse en modo de lectura y escritura tanto

los modelos como las texturas (las texturas, si se desactiva el previsualizador, no son
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necesarias de cambiar, aunque recomiendo mucho que se activen). La activacion se

hace desde el inspector con un tic con el nombre Read/Write.

Tras estar preparados, se seleccionan todos los modelos y se arrastran dentro
del objeto Ciudad que hay instanciado en la escena. Finalmente nos aseguramos de

que la configuracion es correcta y tiene todos los objetos requeridos asociados.

8.2.1.3 ¢, Cémo afadir nuevas texturas alas tablas?
Si una textura queda etiquetada como indefinida se mostrara por la terminal.

En este caso, deberd incluirse en las tablas de la carpeta:

...\Fragmentador de ciudades\Tablas

Concretamente en TABLA_CLAVES y TABLA_CONVERSION_MATERIALES
se debe de afadir el nombre de la textura, o un patron representativo, por ejemplo si
es "car_1", "car_2", "car_3", se debe usar "car". En la segunda columna, debera
indicarse qué etiqueta propia debe tener o que material debe tener, en funcion de la

tabla que se esté modificando. Esto se puede hacer facilmente desde Excel.

8.2.1.4 ¢, Como incluir nuevos datasets?
Se pueden incluir nuevos datasets de referencia, aunque hay que tener en

cuenta varias cosas:

e Esto se hace en el archivo siguiente facilmente modificable desde Excel:

...\Fragmentador de ciudades\Tablas\TABLA_CONVERSION_ETIQUETASCSV

¢ Debe afiadirse una nueva columna con los nombres de las etiquetas, y otra
columna mas con el mismo encabezado poniendo delante "Num_". Esta

segunda columna incluira el valor numérico de la etiqueta.

e Debeincluirse en el cédigo de configuracion, concretamente en el enumerado
del dataset elegido, el nombre exacto de la cabecera de la columna de

nombres del nuevo dataset (la primera columna que hemos afiadido).
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8.2.1.5 Recomendaciones adicionales para la visualizacién

Para visualizar los fragmentos se recomienda utilizar Blender. Puede tardar un

poco en cargar el modelo.

Para nubes de puntos se recomienda utilizar CloudCompare o MeshLab.

8.2.2 Proyecto RepSurf

Si es la primera vez que se ve el proyecto, es importante mencionar que este
ha sido modificado de forma que sea lo menos invasiva posible, adaptandolo para que
pueda leer otros conjuntos de datos con otras etiquetas diferentes a las de S3DIS. A

continuacion se describirdn los puntos clave a tener en cuenta.

En primer lugar debera tenerse iniciado el entorno de Anaconda en el WSL,
comando: conda activate entorno-repsurf. Tras esto, nos desplazamos hasta la
carpeta de segmentation. Desde ella, los comandos de entrenamiento se ejecutan

desde la terminal con:
sh ./scripts/custom/train_pointnet2.sh
sh ./scripts/custom/train_pointtransformer.sh
sh ./scripts/custom/train_repsurf_umb.sh
Los comandos de testeo son los siguientes:
sh ./scripts/custom/test_pointnet2.sh
sh ./scripts/custom/test_pointtransformer.sh

sh ./scripts/custom/test_repsurf_umb.sh

Los parametros de los comandos mostrados se cambian en los archivos de la

carpeta siguiente, nunca desde el cadigo:

RepSurf/segmentation/scripts/custom/
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Los datasets se pondran en estas carpetas, ya sea para entrenamiento o testeo

en su carpeta correspondiente:

data/CUSTOM/trainval_fullarea
data/CUSTOM/testval_fullarea

—>Atencion: el proyecto esta preparado para validacion cruzada, por ello es que todo
empieza por “Area_X”. Se debe indicar en la configuracién qué archivos se usaran

para la validacion, por ejemplo, los que inician por “Area_1".

El modelo resultante del entrenamiento con cada red esta en las siguientes

direcciones:

log/PointAnalysis/log/CUSTOM/pointnet2/checkpoints/model.ckpt
log/PointAnalysis/log/CUSTOM/pointtransformer/checkpoints/model.ckpt
log/PointAnalysis/log/CUSTOM/repsurf_umb/checkpoints/model.ckpt

Los logs y las visualizaciones aparecen en las siguientes direcciones, y estas

ultimas se pueden ver con MeshLab o con CloudCompare:

log/PointAnalysis/log/CUSTOM/pointnet2/logs
log/PointAnalysis/log/CUSTOM/pointnet2/visual
log/PointAnalysis/log/CUSTOM/pointtransformer/logs
log/PointAnalysis/log/CUSTOM/pointtransformer/visual
log/PointAnalysis/log/CUSTOM/repsurf_umb/logs
log/PointAnalysis/log/CUSTOM/repsurf_umb/visual

8.2.2.1 ¢,Coémo se cambia el conjunto de datos?

Para ello debera hacerse un archivo de labels.json semejante a los que hay ya
creados y ubicarlo en la carpeta custom_labels. ElI archivo con el nombre de
labels.json es el que estéa activo cuando se hace uso de los scripts CUSTOM. Después
deber& adaptarse el script de procesamiento, convert2npy/convert_all_to_npy.py para

las nubes de puntos al formato requerido.
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—>Atencion: es posible que el conversor no pueda convertir los datos con el formato

gue se requiera. Para mas informacién mirar README ubicado en la convert2npy.

Luego se eliminaran los archivos anteriores de la carpeta de entrenamiento y
testeo y se afadiran los nuevos datos, teniendo en cuenta lo explicado acerca del

“Area_X” para determinar el conjunto de validacion. Las carpetas son:

data/CUSTOM/trainval_fullarea
data/CUSTOM/testval fullarea

8.2.2.2 ¢Como solucionar los problemas de VRAM?

Este tipo de problemas se pueden evitar en la mayoria de las ocasiones de

varias formas:

¢ Reduciendo la densidad de las nubes de puntos.

¢ Reduciendo desde los scripts de entrenamiento el tamafo del: --batch_size,
--batch_size val, --workers. En cuanto a los parametros de testeo se reducira

el tamanfo de: --batch_size_test.

->0Otra opcién es cambiar a un servidor, aunque tocara reinstalar.

8.2.2.3 ¢Como instalar desde cero el proyecto?

Si hay que arrancar desde cero el proyecto habra que seguir el proceso
explicado en el repositorio original del proyecto RepSurf, pero con el proyecto
modificado de esta investigacion. En el README del proyecto modificado se

encontraran consejos adicionales para la instalacion que podrian ser de utilidad.

8.2.3 Script para preparacion de los datos

Este script se ubica en la carpeta RepSurf\segmentation\convert2npy y permite:

e La transformacién a NPY con archivos PLY obtenidos del sensor LiDAR

virtual.
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e Latransformaciéon a NPY con archivos PLY obtenidos del dataset de Toronto-
3D.

e Eliminar automaticamente los puntos repetidos (mismo xyz).

e La traduccion de las etiquetas de un estandar a otro, aunque requiere de

actualizar la funcion del cédigo leer_PLY y procesar_archivos.
e La traduccidn de etiquetas de su formato de nombre a su formato numérico.
e La subdivision del archivo procesado con --subdivide.

e La anulacion del color, sustituyendo el RGB a valor 0,0,0 con el argumento:

--nullrgb.

e Centrar las nubes automaticamente en el origen con el argumento: --center.

Este programa convierte todo lo que reconozca dentro de la carpeta
ArchivosSinConvertir y lo vuelca en ArchivosConvertidos, borrando todo lo que esta

tltima tuviera dentro.

—>Para ver los ejemplos revisar el README.
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9 DEFINICIONES Y ABREVIATURAS

Acc: Accuracy. Métrica que mide la precision de un modelo, calculando la proporcion

de predicciones correctas sobre el total

ANN: redes neuronales artificiales (Artificial Neural Networks)

APM: gestion agil de proyectos (Agile Project Management)

CNN: redes neuronales convolucionales (Convolutional Neural Network)

DL: Deep Learning. Conocido aprendizaje automatico en espafiol, se trata de una
rama de la inteligencia artificial que utiliza redes neuronales profundas para aprender

y procesar datos complejos.

EDT: Estructura De Trabajo. Esquema jerarquico que descompone un proyecto en

tareas o entregables.

GAN: redes neuronales generativas adversarias (Generative Adversarial Networks)
GameObjects: son contenedores que guardan las diferentes piezas que son
requeridas para hacer un personaje, una luz, un arbol, un sonido, etc. A estos ademas
se les pueden asociar componentes para dotarlos con algin comportamiento

GNN: redes neuronales de grafos (Graph Neural Networks)

loU: Intersection over Union. Métrica para evaluar la precision de la superposicion

entre predicciones y resultados verdaderos en vision computacional

KDD: descubrimiento de conocimiento en bases de datos (Knowledge Discovery in
Databases). Proceso de descubrir patrones y conocimiento Gtil en grandes bases de

datos mediante técnicas de mineria de datos
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LiDAR: Light Detection And Ranging. Es una tecnologia que utiliza laser para medir
distancias y crear mapas tridimensionales precisos, util para vehiculos autbnomos,
topografia y arqueologia

LSTM: memorias a largo y corto plazo (Long Short-Term Memory)

ML: Machine Learning

MLP: capas de multi-perceptrones (Multilayer Layer Perceptron)

MLS: sistema laser movil (Mobile Laser System)

OA: Overall Accuracy. Métrica que evalua el rendimiento general de un modelo,

calculando la precision total de todas las clases

PLN: Procesamiento del Lenguaje Natural. Rama de la IA que permite a las maquinas

entender, interpretar y generar lenguaje humano

PMLC: ciclo de vida del proyecto (Project Management Life Cycle)

PNOA: Plan Nacional de Ortofotografia Aérea. Proyecto que genera ortofotos aéreas

precisas de todo el territorio nacional, utilizadas en cartografia y geodesia

RAM: Random Access Memory

RNN: redes neuronales recurrentes (Recurrent Neural Networks)

SDLC: ciclo de vida del desarrollo de software (Software Development Life Cycle)

SPG: grafo de super puntos (Super Point Graph). Representacion grafica en vision

por computadora donde puntos de interés se agrupan en "super puntos" para

procesamiento
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SSG: Single-Scale Grouping. Técnica de agrupamiento de puntos en vision

computacional, enfocada en un solo nivel de escala

TPM: gestion tradicional de proyectos (Traditional Project Management)

VRAM: Video Random Access Memory

WSL: subsistema de Windows para Linux (Windows Subsystem for Linux)

XPM: gestion extrema de proyectos (Extreme Project Management)
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